Performance Tuning Your Exchange Server

Updated: Jan. 21, 1998

IMPORTANT: This document contains information about editing the registry. Before you edit the registry, make sure you understand how to restore it if a problem occurs. For information about how to do this, view the "Restoring the Registry" Help topic in Regedit.exe or the "Restoring a Registry Key" Help topic in Regedt32.exe.

This document lists the most important parameters to tune your Exchange Server for performance. Some are tuned by the Performance Optimizer (Perfwiz), but can be turned further for specific situations. They are organized by component - Directory Service, Internet Mail Service, Information Store, Message Transfer Agent, Internet News Service. Every parameter is followed by a description, information on Perfwiz tuning, if any, and tips for manual tuning.

The name of each parameter is bolded and underlined and spelled as it appears in the registry. All parameters are found under the subkey HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\MSExchange<component>\Parameters, where <component> is the two or three letter abbreviation of the component's full name. The full names are listed above; the abbreviated forms head each section. The Information Store has four specialized Parameter keys - ParametersPrivate, ParametersPublic, ParametersNetif and ParametersSystem.

When tuning, there are a few things to keep in mind: 

· Change one parameter at a time to see the effect that particular parameter has on performance. If multiple parameters are changed at once, it can be difficult or impossible to determine which parameter is responsible for what change. The exceptions to this are thread pools that need to be adjusted and parameters that rely on another component's parameters. These are noted inline. 

· Be conservative. It is easier to find the optimal value for a parameter by incrementing (or decrementing) in small amounts than by making a large change and returning to an arbitrary value in between the original and edited values. Additionally, some parameters only require very small changes to have a large effect on the server. 

· Exercise caution when editing the registry. Deleting or editing the wrong value can cause data loss and/or make it necessary to reinstall the operating system. 

Perfmon counters are mentioned throughout this document. The ones in the document are all part of the default set of counters. Extended counters for Jet and the Information Store are available after small modifications to the registry. 

· To view the extended Jet counters, add the registry key HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\ESE97\Performance\Squeaky Lobster : REG_DWORD : 0x1. The Jet counters are found under the Object 'Database'.

· To view the extended Store counters, change the value
HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\MSExchangeIS\Performance\Library 
from c:\exchsrvr\bin\mdbperf.dll to c:\exchsrvr\bin\mdbperfx.dll 
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DS

Max Threads (EXDS + NSP + DRA)

Description 

· Threads used by the Directory Service 

· DRA are replication threads - the number you need depends on the number of servers in your site 

· NSP and EXDS are client threads 

· NSP stands for Name Service Provider (now called the ABP, or Address Book Provider) - these are MAPI threads, you need more for more users, but in most cases, you will not have to change the default value 

· EXDS (pseudo X500) does everything else 

· Default is 15 available Max threads, of which replication can use a maximum of five. If there are no current replication calls, then all 15 threads are available for NSP and EXDS usage. 

· If Max threads = 12, then replication can use all the threads, but they have exactly the same priority as client threads. So while it is possible that replication could starve client connections, the reverse is true, client connections could starve replication. 

· The maximum number of threads to use for replication can be set via the registry [see next entry]. The maximum number of client threads cannot be set explicitly. 

Perfwiz Tuning 

· Always set to 50 

Tips 

· If using NNTP, it may be beneficial to increase the number of these threads. The DS can be overloaded by the Store threads, which will typically be higher in number. You can view the number of threads for each process with Perfmon - Object 'Process', Counter 'Thread Count', Instances 'DSAMAIN' and 'store' - and adjust the DS max threads to better match the Store theads. Some threads will be needed for pure Directory activity. 
· Another way to set this parameter is by using the formula - (50 * Number of processors) + 30 

· Increasing this parameter will increase the minimum number of Jet buffers [see calculation below], but the minimum number of Jet buffers can be returned to the previous setting if preferred. Add the key HKLM\SYSTEM\CurrentControlSet\Services\MSExchangeDS\Parameters\EDB min buffers to set this value explicitly. 

Replicator maximum concurrent read threads

Description 

· Threads that handle replication requests from other servers 

· Taken from the pool of Max threads [see above] - DRA 

· The Directory Service has an internal minimum of 2 - setting to a lower value has no effect 

· This value equates to the number of requests the server can handle from other directories at a time 

Perfwiz Tuning 

· If connector is checked, Perfwiz sets to 10. Otherwise, it is set to 0, which means that the Directory Service can use up to ten less threads than the value of DS Max threads for replication. 

Tips 

· Increase these if your server is falling behind in replication. Remember that these are taken from the pool of DS Max threads, so if client activity is subsequently being starved of resources, increase the DS Max threads as well. 
EDB max buffers

Description 

· Number of buffers to allocate for Jet database. Buffers hold database records. 

· New feature in Exchange Server 5.5 is Dynamic Buffer Allocation 

· DBA automatically adjusts the buffers Jet holds based on system memory pressure. If more buffers are needed, Jet will consume more memory. If other applications on the system need more memory or if a Jet client is not using buffers, Jet will release buffers. 

· Virtual address space is also dynamically allocated. Jet reserves virtual address space as necessary in 16MB chunks instead of allocating space for the maximum number of buffers contiguously. 

· See the Directory Service's default calculation 

· The Information Store has a corresponding parameter [see IS Max buffers] 

Perfwiz Tuning 

· Perfwiz sets Jet buffers according to the formula: Max buffers = RAM / 4KB, up to a max of 3 Gig 

· Entering a value for 'Limit Memory Usage to' in the questions portion of the Performance Optimizer UI will limit Directory Service Jet buffers to use that amount of memory and will limit Information Store Jet buffers to use that amount of memory, meaning that Exchange can potentially use more memory than the limit given, but this will only happen during periods of heavy directory activity, such as a large bimport. 
Tips 

· On machines with large amounts of RAM (>=2GB), it may be beneficial to decrease the amount of buffers. One problem is that it is possible to run out of virtual address space before running out of physical memory. Even with the extension of the virtual address space to three gigabytes in NT Enterprise, the server can return out of memory errors if it has more physical RAM than virtual address space. Another problem is that other Exchange caches, such as those that hold mailbox and credentials information, can be paged out by the Dynamic Buffer Allocator. A constant level of paging is a symptom of this. Monitor via Perfmon - Object 'Memory', Counter 'Pages/sec'. 

· Never increase the amount of buffers above the value set by Perfwiz. 

Directory Service's default calculations for Max Sessions, Buffers, and Open Tables
System Threads = 4

Server Threads = Max Threads (EXDS+NSP+DRA)

Max Sessions = 3 * (System Threads + Server Threads) + 1

Min Buffers = 4 * Max Sessions

Initially, Max Buffers = 500

If this number is lower than Min Buffers, Max Buffers = 2 * Min Buffers

Max Open Tables = 1500, this cannot be overwitten via the registry

The directory service is not calculating the number of version pages.

IMC

Note: this component's official name is the IMS [Internet Mail Service], but in the registry it is still referred to as the IMC [Internet Mail Connector]
InOut threads

Description 

· Threads that perform content conversion and move mail between the Internet Mail Service and the Information Store 

· There are three parameters in the registry: 

· Inbound threads move mail from the IMS's inbound queue to the MTS-IN queue in the Store (with help from the Store's MAPI/RPC threads - known in the registry as Max threads and Min threads) 

· Outbound threads move mail from the Store's MTS-OUT queue to the IMS's outbound queue (again with help from the Store's MAPI/RPC threads) 

· InOut threads is a pool of threads that are bidirectional 

Perfwiz Tuning 

· If the Internet Mail Service is installed, Perfwiz sets InOut threads to 6 - this value is then added to the value of Information Store max threads (MAPI/RPC) to account for increased resource usage 

Tips 

· If more IMS threads are needed, for the general case, it is safe to only increase InOut threads. If it is known that a majority of mail will be traveling either inbound or outbound, increase the appropriate threads for that direction. 

Inbound threads

Description 

· See above 

Perfwiz Tuning 

· If the Internet Mail Service is installed, Perfwiz sets Inbound threads to 1 - this value is then added to the value of Information Store max threads (MAPI/RPC) 

Tips 

· When the IMS is used only for inbound mail, it is more useful to increase the Inbound threads than the InOut threads because Inbound threads do not need to be aware of outbound requests, and thus are more efficient in the inbound case. 

· Increase these to deal with an inbound queue. Monitor via Perfmon - Object 'MSExchangeIMC', Counter 'Queued Inbound'. 

· If there is no inbound queue, but a large MTS-IN queue in the Store, try decreasing this value. Monitor via Perfmon - Object 'MSExchangeIMC', Counter 'Queued MTS-IN'. 

Outbound threads

Description 

· See above 

Perfwiz Tuning 

· If the Internet Mail Service is installed, Perfwiz sets Outbound threads to 1 - this value is then added to the value of Information Store max threads (MAPI/RPC) 

Tips 

· Increase these to deal with an MTS-OUT queue. Monitor via Perfmon - Object 'MSExchangeIMC', Counter 'Queued MTS-OUT'. 

· If there is no MTS-OUT queue, but a large outbound queue in the IMS, try decreasing this value. Monitor via Perfmon - Object 'MSExchangeIMC', Counter 'Queued Outbound'. 

Threads per processor

Description 

· Threads per processor controls the number of threads that work on the I/O completion port - this involves receiving connections, protocol handshaking, and data reception/transmission 

· This parameter also controls the number of threads that are used to perform DNS queries. DNS queries are synchronous and thus need to block a thread for each query. DNS queries are asynchronous to the rest of the program in that the need to post a query is pushed into a queue. As the query is returned, the results are posted to the I/O completion port. 

· Also known as SMTP worker threads 

· Value is per processor 

Perfwiz Tuning 

· If the Internet Mail Service is installed, Perfwiz sets to 3 

Tips 

· On a multiprocessor machine (four or higher), it is possible that the number of these threads can become so high (value is per processor) as to overwhelm the Inbound or In/Out threads retrieving mail from the Internet Mail Service and placing it into the Store. A symptom of this is a large inbound queue and a small MTS-IN queue, which indicates that the server is spending most of its time pulling mail off the network instead of delivering it to the Store. Monitor these queues via Perfmon - Object 'MSExchangeIMC', Counters 'Queued MTS-IN' and 'Queued Inbound'. 

IS - Private Public Netif System
Private

Gateway Out threads

Description 

· Threads delivering mail from the Information Store's MTS-IN queue either to a local mailbox or to the Message Transfer Agent 

· These threads are taken from the pool of IS Background threads when the Internet Mail Service logs on to the Store 

· Store has internal maximum of 50 

· Value is per gateway 

Perfwiz Tuning 

· If POP3/IMAP4/NNTP only was selected and the IMS is installed, Perfwiz uses a mapping based on memory: 

PRIVATE
Memory (MB)
Threads

<=32
2

33-64
4

65-96
8

97-128
12

>128
12

· Otherwise, Perfwiz sets to 2 

· If the IMS is installed, twice the sum of Gateway Out and Gateway In threads is added to IS Background threads 

· If the IMS is not installed, the sum of Gateway Out and Gateway In threads is added to IS Background threads 

Tips 

· Increase these to deal with an MTS-IN queue. Monitor via Perfmon - Object 'MSExchangeIMC', Counter 'Queued Inbound'. Increase the IS Background threads accordingly. 

Gateway In threads

Description 

· Threads delivering mail from the Message Transfer Agent to the Information Store's MTS-OUT queue 

· These threads do not perform local delivery, unlike the Gateway Out threads 

· These threads are also taken from the pool of IS Background threads 

· Store has internal maximum of 50 

· Value is per gateway 

Perfwiz Tuning 

· Perfwiz sets to 2 

Tips 

· These threads are taken from the pool of IS Background threads after the Gateway Out threads, so if there are not enough Background threads, there will likely be a backup in the MTA work queue. Monitor via Perfmon - Object 'MSExchangeMTA', Counter 'Work Queue Length'. 

Send threads
Description 

· Locally deliver or transfer to the MTA all the messages that are submitted by MAPI clients 

· Taken from the pool of IS background threads 
· Store has internal maximum of 16. If set greater than 16 via the registry, the Store will not start. 

Perfwiz Tuning 

· If POP3/IMAP4/NNTP only is NOT checked, and # of users=5000 or more, Send threads = # of processors, but is always at least two; otherwise, Send threads =2 

Tips 

· Increase this value to help deal with a Send queue. Monitor via Perfmon - Object 'MSExchangeIS Private', Counter 'Send Queue Size'. Increase the IS Background threads accordingly. 

· Increasing this value can also help to deal with an increase in MAPI clients. In this case, an overall growth in workload, it is also helpful to increase the IS Private Delivery threads and the Message Transfer Agent's Submit/Deliver threads accordingly. Increase the IS Background threads to account for the larger number of Send threads and Delivery threads. 

· It is safe to decrease these threads if there are more than necessary, but.do not decrease to 0. 

Delivery threads

Description 

· Receive mail from the MTA and deliver it to local mailboxes 

· Taken from the pool of background threads 

Perfwiz Tuning 

· If # of users >= 5000, Delivery threads = # of processors, but is always at least two; otherwise, Delivery threads =2 

Tips 

· Increase this value to help deal with a Receive queue. Monitor via Perfmon - Object 'MSExchangeIS Private', Counter 'Receive Queue Size'. Increase the IS Background threads accordingly. 

· Increasing this value can also help to deal with an increase in MAPI clients - see above. 

· It is also safe to decrease these threads if there are more than necessary, but do not decrease to 0. 

Public

Send threads

Description 

· Public store equivalent of IS Private Send threads 
· Since there are no submissions by clients to the public store, the only messages that are sent using these threads are Public Folder replication messages and messages generated by rules on Public Folders 

· Store has internal maximum of 16. If set greater than 16 via the registry, the store will not start. 

Perfwiz Tuning 

· Perfwiz sets to 2 

Tips 

· Increase these to deal with an IS Public Send queue. Monitor via Perfmon - Object 'MSExchangeIS Public', Counter 'Send Queue Size'. 

Delivery threads

Description 

· Public store equivalent of IS private delivery threads 
· Receive mail from the MTA and deliver it to Public folders on local server 

· Receive Public Folder Replication messages from the MTA 

Perfwiz Tuning 

· Perfwiz sets to 2 

Tips 

· Increase these to deal with an IS Public Receive queue. Monitor via Perfmon - Object 'MSExchangeIS Public', Counter 'Receive Queue Size'. 

Netif

Max Pool threads

Description 

· Threads servicing Internet connections (IMAP4, POP3, NNTP) into the store 

· Allocation starts at one and increases as needed until max is reached 

· This value is used in the calculation of the size of the version store, so if there are too many threads, the store will fail to start due to an out of memory error 

· Value is per processor 

· This is a "user"/server thread, ie - pop3 client checks mailbox with this thread (as opposed to client/server like the Internet Mail Service's use of the Store's Max and Min threads) 

Perfwiz Tuning 

· Always set to 50 

Tips 

· It is unlikely that this value would need to be raised. On multiple processor servers, especially four or more, it is probably beneficial to lower the value. 

· If set too high, these threads can starve the Internet Mail Service on high-end machines. These threads use completion ports, unlike the IMS threads, and completion ports will not block if there is work to be done. A symptom would be a large inbound queue with no POP3 queues. Monitor via Perfmon - Object 'MSExchangeIMC', Counter 'Queued Inbound' and Object 'MSExchange Internet Protocols', Instance 'POP3', and Counters 'Incoming Queue Length' and 'Outgoing Queue Length'. 

System

Background threads

Description 

· Threads for background cleanup and maintenance, searches, pool that provides threads for Gateway In and Gateway Out threads, and Send and Delivery threads for the public and private stores 

· By default, the Information Store assumes one gateway on startup and sets the Background threads based on number of Gateway In, Gateway Out, Send and Delivery threads 

Perfwiz Tuning 

· Perfwiz sets to calculated value for background threads or the default value of 25, whichever is larger 
· Calculation: 

 
background threads = (IS private send threads + IS public send threads) + (IS private delivery threads + IS public delivery threads) + (2 for DS wait, push notification, replication rec agent, tasks)


If IMS is installed: 

background threads += 2 * (gateway out threads + gateway in threads)



Else: 

Background threads += 1 * (gateway out threads + gateway in threads)

If public store selected: 

background threads += (2 for background cleanup and timed events) + (4 for DS wait, push notification, replication rec agent, tasks) 


If private store selected: 

background threads += (2 for background cleanup and timed events)


background threads += max (Permanent task threads to add, RPC threads to add) 

permanent task threads to add is a mapping - see below
RPC threads to add = max ((IS max threads/5), IS min threads)


The value for Permanent task threads to add will always be larger than RPC threads to add, so the number of Permanent task threads will be the number of threads added to background threads 

PRIVATE
# of Server Users
Permanent Task Threads to add
RPC Threads to add

Add to Background Threads



Without IMS
With IMS


Less than 500
15
10
12
15

500-999
25
20
22
25

1,000-4,999
30
20
22
30

5,000-24,999
35
20
22
35

25,000-49,999
35
20
22
35

50,000 or more
35
20
22
35

Tips 

· The value of this parameter is used in the calculation of the size of the Version Store. A contiguous reservation in virtual address space must be made for the Version Store. Remember this if altering this parameter. It is unlikely that this needs to be altered unless the number of Gateway In, Gateway Out, Send or Deliver threads is altered. 

Max Threads (public and private)
Description 
· RPC threads to service all MAPI clients 

· The Internet Mail Service uses these threads to transfer mail from disk (Inbound queue) to the Store's MTS-IN queue and vice versa (Store's MTS-OUT queue to IMS Outbound queue) [see IMC InOut threads] 

· There is a corresponding minimum value of threads which are active at all times. Additional threads are allocated as needed until the max is reached. 

· Also known as worker threads 

Perfwiz Tuning 

· Perfwiz uses a mapping based on number of users 

· If the IMS is installed, Perfwiz adds # of Inbound threads, # of Outbound threads, # of InOut threads and 2 threads for main thread and periodic check thread to previous total 

PRIVATE
# of Server Users
Max Threads



Without IMS
With IMS

Less than 500
50
60

500-999
100
110

1,000-4,999
100
110

5,000-24,999
100
110

25,000-49,999
100
110

50,000 or more
100
110

Min threads
Description 

· Minimum value of RPC threads to service all MAPI clients [see above] 

Perfwiz Tuning 

· Perfwiz always sets to 10 

Max Buffers

Description 

· Number of Jet buffers to allocate for the private and public store Jet databases. Buffers hold database records. 

· Dynamic Buffer Allocation is a new feature in Exchange 5.5 

· Buffer threshold low and high percent still apply 

· Buffers are 4KB in size 

· The Directory Service has a corresponding parameter. [see DS Max Buffers] 

Perfwiz Tuning 

· Perfwiz sets Jet buffers according to the formula: Max buffers = RAM / 4KB, up to a max of 3 Gig 

· Entering a value for 'Limit Memory Usage to' in the questions portion of the UI will limit buffers to use that amount of memory for each of the IS and the DS, meaning that Exchange can potentially use more memory than the limit given, but this will only happen during periods of heavy directory activity, such as a large bimport. 

Tips 

· On machines with large amounts of RAM (>=2GB), it may be beneficial to decrease the amount of buffers. One problem is that it is possible to run out of virtual address space before running out of physical memory. Even with the extension of the virtual address space to three gigabytes in NT Enterprise, the server can return out of memory errors if it has more physical RAM than virtual address space. Another problem is that other Exchange caches, such as those that hold mailbox and credentials information, can be paged out by the Dynamic Buffer Allocator. A constant level of paging is a symptom of this. Monitor via Perfmon - Object 'Memory', Counter 'Pages/sec'. 

· Never increase the amount of buffers above the value set by Perfwiz. 

Buffer threshold low percent

Description 

· When the percentage of buffers available hits this lower limit, Jet starts flushing buffers to disk. 

Perfwiz Tuning 

· If 1% of store buffers > 64, Perfwiz sets low and high threshold percent to 3 (for larger servers) 
· If 1% of store buffers < 64, Perfwiz sets low to 5 and high to 6 (for smaller servers) 

· Due to changes in the buffer algorithm, this parameter will only be set to 5 the server has 25MB RAM or less 
Tips 

· A lower value is better because Jet will make less writes to disk, but the value needs to be high enough to avoid stalls. A stall occurs when a buffer is requested, but none are free. The contents of a buffer must be written to disk before Jet can read into the buffer, thus requiring two I/Os instead of one. Disk Reads and Writes can be monitored via Perfmon - Object 'Logical Disk', Instance '<database_drive_letter>', Counters 'Disk Reads/sec' and 'Disk Writes/sec'. 

Buffer threshold high percent

Description 

· When the percentage of buffers available reaches this upper limit, Jet stops flushing buffers to disk 

Perfwiz Tuning 

· See Perfwiz tuning of Buffer Threshold low percent 

5.5 Tuning 

· Although a higher value means better I/O scheduling for writes, a lower value is preferable because it causes less writes 

· The optimal value is one close to the value of Buffer threshold low percent, which tells Jet to clean buffers as often as it uses them 

Preferred Max Open Tables

Description 

· Preferred number of open tables to cache in memory. The benefit is faster access to folders. 

· Every folder has one table, the message table, which has multiple secondary indexes. For example, there is one index per client view on a folder. 
· The cache contains information about tables and indexes. 
· When the number of open tables exceeds this preferred limit, tables are flushed to disk more aggressively. When the number of open tables exceeds the Maximum limit, Jet will return an error to the server. 

· Jet's calculation sets Preferred limit = Maximum limit, but these values are overwritten by a client's values, if supplied. Jet doubles the values set by a client. 

· The Information Store, a client of Jet, has a default calculation, which can be overwritten via the registry. Jet also doubles registry overwrites. 

Perfwiz Tuning 

· None 

Tips 

· If the Preferred limit is larger than the Maximum limit, the Store will not start. 

· Memory pressure can be relieved by setting the Preferred limit less than the Maximum limit, but this requires that Jet traverse a linked list while holding on to a critical section, creating serialization. The lower the percentage that the Preferred limit is of the Maximum limit, the smaller this list will be. 

· Setting the Preferred limit equivalent to the Maximum limit eliminates the need to traverse the linked list, but requires more physical memory, leaving less room for buffers.. 

· Physical memory requirements can be estimated with the formula # of bytes used for the table cache = # of folders to cache * (256 + indexes per folder * 128). Each entry in the table cache is 256 bytes and each index is 128 bytes. 

Max Open Tables

Description 

· Maximum number of open tables to cache in memory. The number of open tables can increase to this limit, but jet will try to keep the number at or below Preferred max open tables 

· See the Store's default calculation 

Perfwiz Tuning 

· None 

Tips 

· It is unlikely that this value needs to be changed and inadvisable to lower it. Rather, the relationship between the Maximum limit and the Preferred limit is more important. See Tips for Preferred Max Open Tables. 
· Virtual address space is reserved contiguously in a size equal to bytes used for Max open tables - see formula to estimate 

Preferred Max Version Pages

Description 

· Jet keeps track of changes in the Version Store, which consists of Version Pages. Version Pages contain transaction information and information about deleted records. Jet does not actually free space in the database for deleted records until a certain event fires. 

· The number of Version Pages can increase to the number specified for Max Version Pages, but Jet will try to keep the amount at or below the Preferred Max by writing version information to disk. 

· If the number of Version Pages increases above the Preferred Max, Jet will throw away deletes instead of recording them for later physical removal from the database. This results in "holes" in the database that can only be removed by defragging. 

· One version page is 16KB 

· See the Store's default calculation 

Perfwiz Tuning 

· None 

Tips 

· It is likely that this value can be reduced. In scenarios where the Exchange Server is healthy, Version Pages usually use less than 1MB of RAM. 

Max Version Pages

Description 

· Maximum number of Version Pages. Jet will try to keep the number at or below Preferred Max Version Pages. If the number of Version Pages reaches this limit, Jet will refuse further changes until the number is reduced. 

· See the Store's default calculation 

Perfwiz Tuning 

· None 

Tips 

· A contiguous chunk of virtual address space is reserved equal to the size of Max Version Pages 

· Altering this value is inadvisable. Lowering it will reduce the Store's footprint in virtual address space, but will also lower the threshold at which Jet will refuse updates. If Jet refuses updates, client actions will error out. Increasing will leave less room for buffers and is marginally helpful. The only situation in which you would see the Version Store grow to this limit is a server going underwater. 

Heaps

Description 

· Number of Heaps used in memory. Heaps are areas of dynamic memory allocation. 

Perfwiz Tuning 

· Perfwiz sets to 4 * number of processors, up to a maximum of 16 

Tips 

· On multiprocessor servers (particularly four processors), it may be beneficial to decrease the amount of heaps. Sometimes the performance hit from the management of heaps outweighs the benefit of using more memory. An indicator that the value may be too high is the Perfmon Object 'System', Counter 'Context Switches/sec'. 

Mailbox cache size

Description 

· Information read from the Directory Service is called mailbox information, or MBI. MBI entries are cached in the mailbox cache. 
· The mailbox cache contains hash values of DNs in a specified number of buckets 

· This cache prevents the Store from having to access the DS when delivering messages. 

· This cache also prevents the Store from having to access the DS when users are logging on 

· Default value is 256, which specifies that there are 256 buckets. A value of 0 means cache off. 
Perfwiz Tuning 

· None 

Tips 

· The lower the value of this parameter, the less buckets are used to store hashed DNs, which means that there will be more hash entries per bucket. 
· Buckets are 16 bytes in size. The size of hash entries is variable. 

Mailbox cache age

Description 

· Timeout of Mailbox cache. When an entry in the cache has existed for the specified amount of time, it is flushed to disk. 

· Can timeout sooner if a mailbox has been idle longer than the Mailbox idle limit 
· Default value is 120 minutes (2 hours) 

Perfwiz Tuning 

· None 

Mailbox idle limit

Description 

· The maximum amount of time a user can be idle before its entry is removed from the Mailbox cache 

· No matter how often user has accessed its mailbox, its cache will still expire at time specified by Mailbox cache age 
· Default value is 15 minutes 

Perfwiz Tuning 

· None 

Credentials cache size

Description 

· Size of the credentials cache 

· This is a cache of Windows NT logon credentials. It prevents a user from having to access the Primary Domain Controller. 

· The cache contains hash values of NT credentials in a specified number of buckets 

· Default value is 256, which means there are 256 buckets. A value of 0 means cache off. 

· This cache reduces communication to the Domain Controller the way the Mailbox cache reduces communication to the Directory Service 

Perfwiz Tuning 

· None 

Tips 

· The lower the value of this parameter, the less buckets are used to store hashed NT credentials, which means that there will be more hash entries per bucket. 
· Buckets are 16 bytes in size. The size of hash entries is variable. 

Credentials cache age limit

Description 

· Timeout of credentials cache 

· Can expire sooner if user exceeds the Credentials cache idle limit between logons 

· Default is 120 minutes (2 hours) 

Perfwiz Tuning 

· None 

Credentials cache idle limit

Description 

· Maximum amount of time a user can go between logons before credentials cache expires 

· No matter how frequently a user logs in, the credentials cache will expire when Credentials cache age limit is reached 

· Default is 15 minutes 

Perfwiz Tuning 

· None 

Tips 

· If lowered to 10, the server will probably thrash badly due to excessive writes to disk 

Store's default calculations for Jet Sessions, Buffers, Version Pages and Open Tables

Note: numbers in brackets [ ] are the default values for the specified parameter

Jet Sessions1 = (3/4 * Max Threads[20]) + Background Threads[25] + (# of procs * Max Pool Threads[10])

Jet Session Private = 3/5 * Jet Sessions1

Jet Session Public = 3/5 * Jet Sessions1

Total Jet Sessions = Jet Session Private + Jet Sessions Public

Max Sessions = Total Jet Sessions + (2 * Jet Session Addend[10])

Max Version Pages = 30 * Total Jet Sessions

Preferred Max Version Pages = 24 * Total Jet Sessions

Max Buffers = 50 * Total Jet Sesssions

Min Buffers = 4 * Max Sessions

Max Open Tables = 150 * Max Sessions

Preferred Max Open Tables = 15 * Total Jet Sessions

MTA

Terms:
The XAPI protocol has two interfaces - MA and MT

MA - message access; stores are MA clients - i.e. priv.edb, pub.edb

MT - message transfer; transports (gateways) are MT clients - i.e. cc:mail, MS Mail connector

LAN-MTA - MTAs communicating over the LAN

DMOD - thread from MTA to transport

MDB users

Description 

· Used in the calculation of the size of the DS read cache 

· The Message Transfer Agent has an internal minimum of 500 

· The configured value is a maximum - the server will always have a value of at least 500 and will grow up to the maximum if necessary 

Perfwiz Tuning 

· Perfwiz sets this according to the option chosen for Number of Server Users 

PRIVATE
# of Server Users
MDB users

Less than 500
500

500 - 999
1,000

1,000 - 4,999
5,000

5,000 - 24,999
5,000

25,000 - 49,999
5,000

50,000 or more
5,000

Tips 

· Setting this value higher causes the MTA to use more memory. Monitor the working set of the MTA process via Perfmon - Object 'Process', Instance 'EMSMTA', Counter 'Working Set'. A value of 5000 could be too high for some servers. 

· If this is set too low, the DS read cache will be thrashed. This can be confirmed via Perfmon by the Object 'MSExchangeDS', Counter 'ExDS Reads/sec'. A high value would indicate thrashing. 

Concurrent connections to RAS LAN-MTAs

Description 

· Maximum number of concurrently connected remote MTAs accessed over RAS 
Perfwiz Tuning 

· Perfwiz sets this to 10 if multiserver is checked, to 2 if unchecked 

Tips 

· Can set higher if there are more than 10 concurrently connected remote MTAs accessed over RAS 

Eicon X.25 connections
Description 

· Maximum number of concurrent EICON X.25 connections supported 

· Same as the number of control blocks 

· Default is 20 

Perfwiz Tuning 

· None 

Tips 

· If there is heavy X.25 usage on a server (i.e. multiple links/cards), this may need to be increased. EICON's configured Virtual Circuit counts need to be updated accordingly. Use the EICON WAN Services Configuration applet that is installed when an EICON card is added to update the Virtual Circuit counts.. 

Submit/deliver threads
Description 

· Number of Submit threads and number of Deliver threads - ie. if set to 3, the MTA will use 6 total threads, 3 Submit threads and 3 Deliver threads 

· Threads to and from the Information Store through XAPI over RPC 

· Submit threads receive mail from the Information Store 

· Deliver threads deliver mail to the Information Store 

· MTA equivalent of IS Send and Delivery threads 
Perfwiz Tuning 

· If # of server users >= 5000, Submit/deliver threads = # of processors, but is always at least two; otherwise, Submit/deliver threads =2 

Tips 

· Increasing this value can help to deal with MTA and/or Store queues. Monitor via Perfmon - Object 'MSExchangeMTA', Counter 'Work Queue Length' and Object 'MSExchangeIS Private', Counters 'Send Queue Size' and 'Receive Queue Size'. The best performance is usually achieved when the number of these threads matches the number of IS Send and Deliver threads. 
Dispatcher threads
Description 

· Number of MTA dispatcher threads 

· Multiplied by three for the three subtypes - Router, Fanout, Result 

1. Router routes messages 

2. Fanout sends message to the correct destination - i.e. if a message has 10 recipients with 5 remote and 5 local, the Fanout thread will send one copy to the Store and another copy to another MTA 

3. Result thread handles notification - i.e. NDR 

Perfwiz Tuning 

· Perfwiz sets to 2 

Tips 

· It is unlikely that this value would need to be changed 

Transfer threads
Description 

· Transfer threads handle the MTA's communications with MT clients (IMC, MSMI, CCMC, EDK) as well as remote MTAs and X.400-Links 
· Multiplied by two for the two subtypes - Transfer In, Transfer Out 
Perfwiz Tuning 

· Perfwiz sets to 2 
Tips 

· It is unlikely that this value would need to be changed 

ds_read cache latency (secs)
Description 

· Information read from the directory is saved in this cache 

· This parameter sets the timeout of the cache 

· The MTA insures a minimum value of 600 to reduce cache thrashing 

Perfwiz Tuning 

· Perfwiz sets to 60 if multiserver is checked (which is overwritten by the MTA's internal minimum), to 3600 otherwise 

Tips 

· A higher timeout means the MTA has to communicate less with the Directory Service, but directory updates may not be noticed until the cache timeout expires - i.e. if the maximum size of a message that can be sent over this connection has been changed, users reading from the cache will not know this until the cache expires 

· The MTA automatically detects changes on Connections, Site-Addressing, Servers, Stacks, Message-Tracking and the local MTA to prevent most problems with latency. Therefore, only mailboxes are subject to delayed updates as described above. 

RTS threads
Description 

· Number of PLATFORM threads handling the RTSE level of the OSI stack 

· The OSI stack is the stack that X.400 connectors use 
Perfwiz Tuning 

· Perfwiz sets to 3 if multiserver is checked, to 1 otherwise 

Tips 

· It is unlikely this parameter would need to be changed 

Kernel threads
Description 

· Number of PLATFORM threads handling the Presentation and Session level of the OSI stack 

Perfwiz Tuning 

· Perfwiz sets to 3 if multiserver is checked, to 1 otherwise 

Tips 

· It is unlikely this parameter would need to be changed 

Concurrent MDB/delivery queue clients 
Description 

· Maximum number of MDBs and XAPI MA Delivery Queue clients supported 

· Should be at least two to support the public and private MDB entities 

· This is the maximum number of clients, each client can have more than one session 

Perfwiz Tuning 

· Perfwiz sets to 10 

Tips 

· Currently, this doesn't have to be more than two because Exchange 5.5 has only two MDBs 

Concurrent XAPI sessions
Description 

· Maximum number of connections (sessions) to 

1. MDB/XAPI MA Delivery Queue clients - store clients 

2. XAPI MA Retrieval Queue clients - mailbox clients if they could log on directly to the MTA 

3. XAPI MT Gateway clients - gateways 

· The behavior and number of clients determines the number of sessions 

· This provides a pool of threads for all three types of clients and operates on a first come, first serve basis 

Perfwiz Tuning 

· Perfwiz sets to 30 

Tips 

· If the MTA is using the maximum number of sessions, this can be increased. Monitor via Perfmon - Object 'MSExchangeMTA Connections', Counter 'Associations', for the various instances (i.e. - IMS, public Store, private Store) 

Max RPC Calls Outstanding
Description 

· Maximum concurrent number of RPC threads 

· Limits the maximum number of RPCed procedure calls that are guaranteed to be processed at one time 

Perfwiz Tuning 

· Perfwiz sets to 50 

Tips 

· Increase this value if RPC calls are failing 

Min RPC Threads
Description 

· Minimum number of RPC threads 

· The MTA will always use at least this number and will use more as needed up to the maximum 

Perfwiz Tuning 

· Perfwiz sets to 4 

Tips 

· No need to change this value 

MT gateway clients
Description 

· Maximum number of XAPI MT Gateway clients supported, which is the maximum number of gateways the MTA can talk to 

Perfwiz Tuning 

· Perfwiz sets to 10 

Tips 

· This can be increased if the MTA needs to communicate with more than 10 gateways 

Retrieval queue clients
Description 

· Maximum number of XAPI MA Retrieval Queue clients supported 

· There are none of these types of clients now. If a mailbox could log on directly to the MTA and retrieve mail, it would be this type of client 

Perfwiz Tuning 

· Perfwiz sets to 10 

Tips 

· No need to change 

TCP/IP control blocks
Description 

· Maximum number of concurrent TCP/IP connections supported 

· The MTA creates a control block for each connection 

Perfwiz Tuning 

· Perfwiz sets to 20 

Tips 

· This can be increased if necessary to any value <= 640 in 5.5 RTM. In 5.5 SP1, this limit is further relaxed to 1250. 

TCP/IP threads
Description 

· Maximum number of MTA DMOD threads handling TCP/IP connections 

· Value is multiplied by two for the two subtypes - Driver and Async Notify 

· Driver sends/receives data 

· Async Notify handles notification 

Perfwiz Tuning 

· Perfwiz sets to 2 

Tips 

· The only scenario where this would need to be increased is a large number of MAPI logons (5000 or more) in a short amount of time. In this case, four threads per processor works well. For 5.5 SP1, this parameter is irrelevant. 

TP4 control blocks
Description 

· Maximum number of concurrent TP4 connections supported 

· TP4 is an X400 connector 

· TP4 equivalent of TCP/IP control blocks 

Perfwiz Tuning 

· Perfwiz sets to 20 

Tips 

· This can be increased if necessary to any value <= 640 in 5.5 RTM. In 5.5 SP1, this limit is further relaxed to 1250. 

TP4 threads
Description 

· Maximum number of MTA DMOD threads handling TP4 connections 

· Multiplied by two for the two subtypes - Driver and Async Notify 

· Can have multiple threads per connection 

· TP4 equivalent of TCP/IP threads 

Perfwiz Tuning 

· Perfwiz sets to 2 

Tips 

· It is unlikely this parameter needs to be changed. For 5.5 SP1, this parameter is irrelevant. 

DL member cache size
Description 

· Total number of DL members whose information can be cached 

· Caches DN and recipients to minimize hits to the Directory Service 

· The MTA will always hit the DS once to see if this information has changed 

· Default is 15,000 

Perfwiz Tuning 

· None 

5.5 Tuning 

· Can be increased if necessary 

INS
Threads per processor
Description 

· NNTP threads that handle traffic between Internet News Services 

· These threads handle outbound newsfeeds and inbound pull newsfeeds - inbound push newsfeeds are handled by IS Netif Max Pool threads 

· There is usually one thread per newsfeed, although multiple newsfeeds can share a thread 

· Value is per processor 

· Defaults to 2 

Perfwiz Tuning 

· None 

Tips 

· The default should be fine unless the Exchange server supports many NNTP outbound or inbound pull feeds. The total threads should be at least half the total feeds (remember this value is per processor).
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