5.5 Performance Optimizer Specification

The Microsoft Exchange Performance Optimizer, or Perfwiz, is used to configure your Exchange Server for optimal performance. There are two steps involved: reassigning files to different logical drives and setting registry values for Exchange components. To perform these tasks, Perfwiz analyzes your hard drives, taking into account speed, free space and presence of a page file. It also asks some questions of the user to help determine what the server will be doing, taking into account optional components that it detects via the registry and machine information such as amount of RAM.

This document explains the effect user-selected choices have, the effect that optional components have, the various runtime options and the algorithms Perfwiz uses to set every parameter.



Perfwiz UI - What Effect Do Your Choices Have?

This section examines Perfwiz from the user's point of view - i.e. If I select multiserver, what changes does Perfwiz make to my Exchange Server configuration? Each section below corresponds to a section in the questions portion of the UI and gives both a summary and algorithm for each affected parameter.

Number of Users on Server 
Type of Server
Private
Public
Multiserver
Connector
POP3/IMAP4/NNTP only
Number of Users in Organization
Limit Memory Usage
Number of Users on Server:

MDB Threads 

Maximum # of information store threads - partial see final
HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersSystem\Max Threads (Public+Private) 

· Maps number of users to number of threads unless server is SBS 
· If the IMC is installed, Perfwiz adds # of IMC Inbound threads, # of IMC Outbound threads, # of IMC InOut threads and 2 threads for main thread and periodic check thread to previous total to account for the increased workload 

PRIVATE
Algorithm


# of Server Users
Max Threads

Less than 500
50

500 - 999
100

1,000 - 4,999
100

5,000 - 24,999
100

25,000 - 49,999
100

50,000 or more
100

Minimum # of information store threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersSystem\Minimum Threads 

· Compares number of Max threads before IMC threads are added (see above) to a mapping for Minimum threads and takes whichever is smaller - for Exchange 5.5, minimum threads will always be 10 

# of private information store send threads
HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersPrivate\Send Threads 

· If POP3/IMAP4/NNTP only is NOT checked, and # of users >= 5000, send threads = # of processors, but is always at least two 

· Otherwise, send threads = 2 

· This is used as part of the base number for Background threads 

# of private information store delivery threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersPrivate\Delivery Threads 

· If # of users >= 5000, delivery threads = # of processors, but is always at least two 

· Otherwise, delivery threads =2 

· This is used as part of the base number for Background threads 

# of background threads - partial see next summary
HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersSystem\Background Threads 

· Background threads are a pool of threads for Gateway Out, Gateway In, Private Send, Public Send, Private Delivery, and Public Delivery threads. They also perform background tasks like cleanup and maintenance. Thus, the number of background threads is based on the number of these other threads (explained in greater detail later), with additional threads added for background tasks. 

· To figure the additional threads needed for background tasks, Perfwiz calculates 'Permanent Task Threads to Add' and 'RPC Threads to Add' and adds the larger of the two to the base number of background threads. Permanent Task Threads to Add and RPC Threads to Add are used solely by Perfwiz to calculate background threads - they are not registry values. 

· Permanent Task Threads to Add is a mapping based on number of users. 

PRIVATE
Algorithm


# of Server Users
Permanent Task Threads to Add

Less than 500
15

500 - 999
25

1,000 - 4,999
30

5,000 - 24,999
35

25,000 - 49,999
35

50,000 or more
35

· RPC Threads to Add is based on the values for Max Threads and Min Threads, which are based on number of users 

RPC threads to add = max ((IS Max threads/5), IS Min threads)
· With the new UI ranges for number # of server users, and the new mappings for Max and Min threads, Permanent Task Threads to Add will always be larger than RPC Threads to Add, so the value for Permanent Task Threads is the value that will be added to Background Threads 

PRIVATE
Algorithm




# of Server Users
Permanent Task Threads to add
RPC Threads to add
Add to Background Threads

Less than 500
15
10
15

500 - 999
25
20
25

1,000 - 4,999
30
20
30

5,000 - 24,999
35
20
35

25,000 - 49,999
35
20
35

50,000 or more
35
20
35

· If server is SBS, Perfwiz uses the calculated value for Background Threads (above algorithm + others) 

· Otherwise, the max of calculated Background Threads and the default for Background Threads (25) is used. 

DS Threads

# of directory threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeDS\Parameters\Max Threads (EXDS+NSP+DRA) 

· Uses mapping for number of users and number of threads 

· In 5.0, it was always 50 because there were problems setting this value too low 

· There is no change in the algorithm for 5.5 - it is always set to 50 

· Comment in code for this parameter is misleading - says this value is the same as IS max threads 

MTA Parameters

# of information store users

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeMTA\Parameters\MDB users 

· Sets MTA parameter for number of MDB users to number of server users up to 5,000 in single or multiserver case 

PRIVATE
Algorithm


# of Server Users
MDB users

Less than 500
500

500 - 999
1,000

1,000 - 4,999
5,000

5,000 - 24,999
5,000

25,000 - 49,999
5,000

50,000 or more
5,000

# of submit/deliver threads
HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeMTA\Parameters\Submit/deliver threads 

· If # of users >= 5000, submit/deliver threads = # of processors, but is always at least two 

· Otherwise, submit/deliver threads =2 

Type of Server:
Private
MDB Threads
# of background threads - partial see next summary
HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersSystem\Background Threads 

· Adds two background threads for the store 

Public

MDB Threads
# of background threads - partial see next summary
HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersSystem\Background Threads 

· Adds two background threads for the store 

· Adds four more background threads for the store 

Connector

DS Threads

Maximum # of concurrent read threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeDS\Parameters\Replicator maximum concurrent read threads 
· If connector is checked, DS read threads is set to 10 

· Otherwise, it is set to 0, meaning that the DS can use up to the value of DS Max threads - 10 for replication, with the rest reserved for client activity 

· This algorithm means that not checking connector will allow the DS to potentially use more replication threads than if connector was checked - perhaps it should be set to five is connector is not checked, thus reserving more threads for client activity, a parameter that cannot be configured in the registry 

Multiserver

MTA Parameters

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeMTA\Parameters\* 

· All MTA parameters except MDB users are based on whether Multiserver is checked 

· In the Multiserver case, Perfwiz also checks if you are SBS - this is an unused code path because, by definition, SBS is NOT a multiserver - an N/A in the SBS column means there is not a SBS clause in the algorithm for the specified parameter 

· An N/A in the Single Server column means that the specified parameter is not being set if multi 

PRIVATE
Parameter

Single Server
Multiserver
SBS Multiserver

Name in Perfwiz -v
Name in Registry




# of concurrent connections to LAN-MTAs
Concurrent connections to LAN-MTAs
10
40
N/A

# of concurrent connections to RAS LAN-MTAs
Concurrent connections to RAS LAN-MTAs
2
10
N/A

# of LAN-MTAs
LAN-MTAs
4
20
0

# of X.400 gateways
X.400 gateways
4
20
1

ds_read cache latency (secs)
ds_read cache latency (secs)
3600
60
60

# of dispatcher threads
Dispatcher threads
2
2
1

# of transfer threads
Transfer threads
2
2
1

# of kernel threads
Kernel threads
1
3
1

# of RAS LAN-MTAs
Number of RAS LAN-MTAs
0
10
10

# of database data buffers per object
DB data buffers per object
2
3 / 6†
1 / 6†

# of RTS threads
RTS threads
1
3
1

# of concurrent MDB/delivery queue clients
Concurrent MDB/delivery queue clients
N/A
10
2

# of concurrent XAPI sessions
Concurrent XAPI sessions
N/A
30
16

Max # of RPC calls outstanding
Max RPC Calls Outstanding
N/A
50
6

Min # of RPC threads
Min RPC Threads
N/A
4
2

# of MT gateway clients
MT gateway clients
N/A
10
1

# of retrieval queue clients
Retrieval queue clients
N/A
10
0

# of TCP/IP control blocks
TCP/IP control blocks
N/A
20
20

# of TCP/IP threads
TCP/IP threads
N/A
2
1

# of TP4 control blocks
TP4 control blocks
N/A
20
20

# of TP4 threads
TP4 threads
N/A
2
1

† First number is with 64MB of RAM or less, second number is with greater than 64MB of RAM.

POP3/IMAP4/NNTP Only 

· The POP3/IMAP4/NNTP checkbox does not disable any other UI component

MDB Threads

# of information store gateway out threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersPrivate\Gateway Out Threads 

· If IMC installed, Perfwiz will use a special mapping based on machine memory for gateway out threads instead of default of 2 

PRIVATE
Algorithm



Memory (MB)
Gateway Out Threads



Is POP3/IMAP4/NNTP Only checked AND the IMC installed?



Yes
No

<=32
2
2

33-64
4
2

65-96
8
2

>=97
12
2

# of background threads - partial, see next
HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersSystem\Background Threads 

· If the IMC is not installed, the sum of gateway out and gateway in threads (4) is added to background threads 

· If the IMC is installed, twice the sum of gateway out and gateway in threads is added to background threads 

PRIVATE
Algorithm



Memory (MB)
Add to Background Threads IF the IMC is Installed



POP3/IMAP4/NNTP checked?



Yes
No

<=32
8
8

33-64
12
8

65-96
20
8

>=97
28
8

Number of Users in Organization: 

· With the new algorithm for setting jet buffers, this option currently does nothing 

· This might become part of the calculation of MDB users 

Limit Memory Usage: 

· If a memory limit is supplied, Perfwiz uses this limit as if it were the actual physical memory in the machine - affects only Maximum # of concurrent read threads for the DS 

Maximum # of concurrent read threads 

· If connector is checked, Perfwiz will set this to 2 or (.4 * (memory limit - memory used by buffers)), whichever is larger 

· With DBA buffer settings, memory used by buffers = RAM up to 3 Gig, so below 3 Gig of RAM, this will always be 2 re-evaluate 

Settings Made For Every UI Choice:

Jet Buffers

# of information store buffers

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersSystem\Max Buffers 

· Max Buffers = RAM / 4KB, up to 3 Gig 

· The largest number of buffers Perfwiz assigns, due to virtual address space constraints, is 786,432 
# of directory buffers

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeDS\Parameters\EDB Max Buffers 

· Max Buffers = RAM / 4KB, up to 3 Gig 

· The largest number of buffers Perfwiz assigns, due to virtual address space constraints, is 786,432 
MDB Threads

# of background threads - final

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersSystem\Background Threads 

· Base for background threads is 2 plus the sum of private Send threads, private Delivery threads, public Send threads and public Delivery threads 

· Summary: the following tables summarize every calculation used for background threads, 2 threads are added to the grand total in every case 

PRIVATE
Base threads to add (-2)





Srvr Users < 5000
Srvr Users >= 5000


# of processors

POP3/IMAP4/NNTP only IS checked
POP3/IMAP4/NNTP only is NOT checked

1
8
8
8

2
8
8
8

3
8
9
10

4
8
10
12

PRIVATE
Threads for Information Stores to add


Private is checked
2

Public is checked
6

PRIVATE
# of Srvr Users
Task threads to add

<=500
15

1,000
25

5,000
30

25,000
35

50,000
35

>50,000
35

PRIVATE
Gateway threads to add
IMC IS installed

IMC is NOT installed

Memory (MB)
POP3/IMAP4/NNTP only IS checked
POP3/IMAP4/NNTP only is NOT checked


<=32
8
8
4

33-64
12
8
4

65-96
20
8
4

>=97
28
8
4

# of public information store send threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersPublic\Send Threads 

· Perfwiz sets to 2 

· This is used as part of the base number for Background threads 

# of public information store delivery threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersPublic\Delivery Threads 

· Perfwiz sets to 2 

· This is used as part of the base number for Background threads 

# of information store gateway in threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersPrivate\Gateway In Threads 

· Perfwiz sets to 2 

· This value is added to Background threads - If the IMC is installed, twice the value is added to Background threads 

Maximum # of pool threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersNetif\MaxPoolThreads 

· Perfwiz always sets to 50 in response

MDB Parameters

# of heaps

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersSystem\Heaps 

· Perfwiz sets heaps to 4 
Buffer Threshold Low Percent

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersSystem\Buffer Threshold Low Percent 

· If 1% of the buffers assigned to the information store is less than the threshold constant of 64, Buffer Threshold Low percent is set to 5 

· Otherwise, set to 3 
· With DBA change, will be set to 3 unless you have less than 25 MB RAM 

Buffer Threshold High Percent

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersSystem\Buffer Threshold High Percent 

· If 1% of the buffers assigned to the information store is less than the threshold constant of 64, Buffer Threshold High percent is set to 6 

· Otherwise, set to 3 


Components Perfwiz Detects behind the Scenes

In addition to user input, Perfwiz sets parameters based on optional components that have been installed. It also sets different parameters if your server is SBS.

Gateways:

Perfwiz detects the IMC and GoalLine by searching for a registry key. It also detects DXA and AppleTalk in this way, but does nothing special if either is present. With change in jet buffer algorithm, having GoalLine installed does not affect anything.

IMC 

· If the IMC is installed, Perfwiz runs two functions it would skip otherwise to set IMC parameters and recalculate MDB max threads 

· Places IMC files on same drive as MTA 

IMC Parameters

# of inbound threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIMC\Parameters\InboundThreads 

· Sets inbound threads to default of 1 unless server is SBS 

# of outbound threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIMC\Parameters\OutboundThreads 

· Sets outbound threads to default of 1 unless server is SBS 

# of InOut threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIMC\Parameters\InOutThreads 

· Sets InOut threads to default of 6 unless server is SBS 

# of threads per processor

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIMC\Parameters\ThreadsPerProcessor 

· Sets threads per processor to default of 3 unless server is SBS 

MDB Parameters

Maximum # of information store threads - final

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersSystem\Max Threads (Public+Private) 

· Adds inbound threads to MDB max threads (1) 

· Adds outbound threads to MDB max threads (1) 

· Adds InOut threads to MDB max threads (6) 

· Adds one for main thread and one for periodic check thread to MDB max threads (2) 

· Summary - If the IMC is installed, Perfwiz will add 10 to the value of Max threads 

PRIVATE
Algorithm



# of Srvr Users
Max Threads



IMC NOT installed
IMC IS installed

<500
50
60

1,000
100
110

5,000
100
110

25,000
100
110

50,000
100
110

>50,000
100
110



SBS and Other Perfwiz Runtime Options

There are technically six runtime options for Perfwiz. - -V, -R, -X, -M, -S, and -F - but -X has no effect. These correspond to Verbose, Read-only, Force Registry (don't move files), SBS, Silent, and Silent with path to initialization file specified by user. In the following section I will detail these options.

Verbose 

· Displays free and total space of each logical drive. Allows user to skip analyzing all hard disks or to exclude a particular logical disk from consideration for placement of Exchange Server files. 

· Displays all registry settings that it ever affects, with the previous value and the new value (could be the same), before changing them. Allows user to manually overwrite. 

Read-only 

· Displays current and suggested location for files (always the same) in read-only mode 

· Displays all registry settings that it ever changes, with the previous value and the new value (always the same) in read-only mode 

Force Registry 

· Supposed to change the registry settings, but not move any files - in actuality, it works the same as specifying no runtime option 

SBS 

· Perfwiz is called automatically at the end of SBS setup 

· Does not analyze hard disks 

· Does not reassign files 

· No UI, so has defaults for otherwise user-supplied information 

· Sets number of users on server to lowest option, 1-25 users 

· Sets number of users in organization to lowest option, >100 

· Sets server type to public and private only 

Jet Buffers (IS and DS)

# of information store buffers

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersSystem\Max Buffers 

· Sets IS buffers to SBS default (100) 

# of directory buffers

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeDS\EDB Max Buffers 

· Asserts if remaining buffers are fewer than SBS default for DS, then assigns default (50) 

MDB Threads

Maximum # of information store threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersSystem\Max Threads (Public+Private) 

· Sets max threads to 5 instead of calculation based on number of users 

# of private information store send threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersPrivate\Send Threads 

· Sets private send threads to 1 instead of 2 

# of private information store delivery threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersPrivate\Delivery Threads 

· Sets private delivery threads to 1 instead of 2 

# of public information store send threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersPublic\Send Threads 

· Sets public send threads to 1 instead of 2 

# of public information store delivery threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersPublic\Delivery Threads 

· Sets public delivery threads to 1 instead of 2 

# of information store gateway in threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersPrivate\Gateway In Threads 

· Sets gateway in threads to 1 instead of 2 

# of information store gateway out threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersPrivate\Gateway Out Threads 

· Sets gateway out threads to 1 instead of calculation in IMC and POP3 only case or default of 2 

· If SBS, and the IMC is installed, add 2 to background threads 

· If SBS, and the IMC is not installed, add 1 to background threads 

# of background threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersSystem\Background Threads 

· Always takes calculated value for background threads instead of max of calculated value and default will have to finish this one 

MDB Parameters

# of heaps

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIS\ParametersSystem\Heaps 

· Sets number of heaps to 1 instead of default of 4 

IMC Parameters

# of inbound threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIMC\InboundThreads 

· If the IMC is installed, sets inbound threads to 0 instead of default (1) 

# of outbound threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIMC\OutboundThreads 

· If IMC is installed, sets outbound threads to 0 instead of default (1) 

# of InOut threads

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIMC\InOutThreads 

· If IMC is installed, sets InOut threads to 2 instead of default (6) 

# of threads per processor

HKLM\SYSTEM\CurrentControlSet\Services\MsExchangeIMC\ThreadsPerProcessor 

· If IMC is installed, sets threads per processor to 2 instead of default (3) 

Silent 

· Runs with no UI based on settings supplied in an initialization (.INF) file located in the same directory as the executable - see Silent/Batch Mode Operation 

Silent with .INF File Path Specified by User 

· Runs with no UI based on settings supplied in an initialization (.INF) file located in the given path - see Silent/Batch Mode Operation 



Disk Analysis and File Assignment Algorithms

Disk Analysis Algorithms

There are several algorithms used by the Performance Wizard to increase disk-related performance of the Exchange Server installed on the target machine. Here is a brief synopsis of these algorithms:

Sequential Write Algorithm (simulates Jet logging activity)

The sequential write algorithm simulates Jet logging activity by creating a 4MB test file with the same flags used by Jet and writing to it the same manner. The FILE_FLAG_SEQUENTIAL flag is used as well. This algorithm uses synchronous I/O with the buffer size equaling the page size of the machine it is running on. After the file is created, but before the test is begun, the last sector of the test file is written. This initializes the 4MB of data in one atomic operation. At this point the file is "prepped" and the test is begun. The test consists of starting the timer before the first write and stopping when all writes have succeeded. Each write is one page size in length. A total of 4MB of writes are performed. The important thing to note is that all acceptable logical disks are tested simultaneously using multiple threads. This allows for easily detecting disks, which are partitioned with 2 logical, drives residing on the same physical device. Also, it should be noted that the 4MB test file size can be modified via a registry parameter under HKCU\Software\Microsoft\Perfwiz\Test File Size. The default is 4MB.

Random Read/Write Algorithm (simulates Jet database transactions)

The random access read/write algorithm is slightly more complex than the sequential algorithm. Like the sequential algorithm, the random access algorithm creates a 4MB test file and tests all drives simultaneously. But unlike the sequential algorithm, it uses asynchronous I/O for the reads and writes and the FILE_FILAG_RANDOM_ACCESS flag when creating the file. Asynchronous I/O is done without completion ports, but with completion routines. The timer is started after creation of the test file. A counter is then incremented for each successful read or write and decremented when its corresponding completion routine is called. When all the reads and writes have been queued up, SleepEx(0, TRUE) is called until the counter hits 0. At this point the timer is stopped. 4MB worth of random reading and writing is performed during the test. The location of the read or write is random, but sector-aligned and will never cause the file to be extended. That is, the last possible location for a read or write will be 4MB minus the page size. At each iteration, a random number between 1 and 2 is picked to determine whether to perform a read or write. A 1 is a read and a 2 is a write. The current tick count seeds the random number generator before the test begins. If an "out-of-quota" error or something similar is encountered during a read or write operation, the operation is retried, without reporting an error.

File Assignment Algorithms

Once the disks have been analyzed, a set of algorithms then determine on which drive the various Exchange Server files should be placed. 

Things to note: 

· The words "drive" and "disk" are used interchangeably 

· The word "file" refers to either a single file (as in the case of the Private Information Store Database file) or to a group of files (as in the MTA log files). 

· Drives with a pagefile are generally avoided on machines with low memory (i.e. less than 64MB of RAM). This is because the pagefiles on those machines will tend to get used more, thus hurting performance of the drive. 

· Perfwiz verifies that the databases are consistent before trying to move them. The state of the databases will be logged and inconsistent databases will not be moved. 

Table of files involved:

PRIVATE
Name
Single file or Group?
Prefers Random or Sequential?

Private Information Store Database
Single
Random

Public Information Store Database
Single
Random

Information Store logs
Group
Sequential

Directory Service Database
Single
Random

Directory Service logs
Group
Sequential

Message Transfer Agent logs
Group
Sequential

The algorithms work as follows:

Main Algorithm 

· If there is only one drive in the computer, all files are obviously assigned to it. 

· The largest and smallest capacity drives are then identified. 

· If the difference between the largest and smallest capacity drives is more than 20% of the biggest drive, the following occurs: 

· The Public Store and Private Store Database files are assigned to the largest drive 

· If the computer has lass than 64MB of RAM and only one drive with a pagefile on it, 

· the "Best Sequential Disk" algorithm is then run and told to ignore the pagefile drive when picking the best sequential drive 

· The Directory Service Logs and Information Store Logs are placed on that best sequential drive 

· otherwise, 

· the "Best Sequential Disk" algorithm is then run and told to NOT to ignore the pagefile drive when picking the best sequential drive 

· The Directory Service (DS) Logs and Information Store (IS) Logs are placed on that best sequential drive 

· otherwise, if the difference is not that significant, 

· if amount of RAM is greater than or equal to 64MB, 

· the "Biggest Difference" algorithm is run 

· If the result is that the random access tests showed the largest difference in timings of the various drives, we want to assign the Store database files to the best random drive first 

· The "Best Random Disk" algorithm is run and told NOT to ignore the pagefile drive. 

· The Private and Public Store files are assigned to that drive 

· The "Best Sequential Disk" algorithm is run and told NOT to ignore the page file 

· The Directory and Information Store Log files are assigned to that drive 

· otherwise (sequential test showed biggest discrepancy), so we want to assign the DS and IS log files to the best sequential drive first 

· The "Best Sequential Disk" algorithm is run and told NOT to ignore the page file 

· The Directory and Information Store Log files are assigned to that drive 

· The "Best Random Disk" algorithm is run and told NOT to ignore the pagefile drive. 

· The Private and Public Store files are assigned to that drive 

· (notice the order of picking has changed from the previous case) 

· otherwise (amount of RAM is less than 64MB) 

· The "Pick Random First?" algorithm is run 

· If that returns "TRUE", we have determined that it is better to assign the random access files first 

· The "Best Random Disk" algorithm is run and told to ignore the pagefile drive. 

· The Private and Public Store files are assigned to that drive 

· The "Best Sequential Disk" algorithm is run and told to ignore the pagefile drive. 

· The DS and IS Logs are assigned to that drive 

· otherwise (if that returns "FALSE"), so we conclude that it's better to assign the sequential access files first 

· The "Best Sequential Disk" algorithm is run and told to ignore the pagefile drive. 

· The DS and IS Logs are assigned to that drive 

· The "Best Random Disk" algorithm is run and told to ignore the pagefile drive. 

· The Private and Public Store files are assigned to that drive 

· The remaining files are then assigned using the "Assign Remaining Files" algorithm 

"Best Sequential Disk" Algorithm 

· The best sequential drive is the drive that has the best (lowest) sequential access timing score and meets all of the following criteria: 

· the drive has not been excluded from consideration (either by user's request or it's too full) 

· a set of files has not already been assigned to this drive 

· the "ignore disks with pagefile" flag was supplied, but this drive does not contain a pagefile 

· If the "ignore disks with pagefile" flag was supplied, and no drive was picked, repeat the algorithm without the flag. A drive is guaranteed to be picked at this point. 

"Second Best Sequential Disk" Algorithm 

· Same as the "Best Sequential Disk" algorithm except that it discards the first choice and returns the second choice. If both choices are the same, that is ok. 

"Best Random Disk" Algorithm 

· The best random drive is the drive that has the best (lowest) random access timing score and meets all of the following criteria: 

· the drive has not been excluded from consideration (either by user's request or it's too full) 

· a set of files has not already been assigned to this drive 

· the "ignore disks with pagefile" flag was supplied, but this drive does not contain a pagefile 

· If the "ignore disks with pagefile" flag was supplied, and no drive was picked, repeat the algorithm without the flag. A drive is guaranteed to be picked at this point. 

"Second Best Random Disk" Algorithm 

· Same as the "Best Random Disk" algorithm except that it discards the first choice and returns the second choice. If both choices are the same, that is ok. 

"Biggest Difference" Algorithm 

· Find the 2 best sequential timings and 2 best random access timings 

· If the difference between the 2 best sequential is greater than or equal to that of the random access, the function returns that the sequential test has the biggest difference in timings 

· otherwise it returns that the random access test had the biggest difference 

"Pick Random First?" Algorithm 

· If only one drive among the ones tested has a pagefile, return "TRUE" 

· Run the "Best Random Drive" and "Second Best Random Drive" algorithms, ignoring the pagefile 

· Run the "Best Sequential Drive" and Second Best Sequential Drive" algorithms, ignoring the pagefile 

· If the difference between the 2 best random drives is greater than or equal to that of the 2 best sequential drives, return TRUE 

· otherwise, return FALSE 

· This is slightly different than the "Biggest Difference" algorithm because of the pagefile considerations 

"Assign Remaining Files" Algorithm 

· The "remaining files" are the MTA logs, and the DS database file 

· Count the number of disks that have not been excluded or used (assigned to) already 

· This is the number of drives that are available to put files on without "penalty". Ideally, we want all files on their own drive. If this is not possible, we compromise. 

· If that number is: 

· 0, meaning no drive is available, put the remaining files on the same drive as the Information Store Database 

· 1, put both the remaining files on this one available drive 

· 2 or more: 

· use the "Best Random Drive" algorithm, ignoring the pagefile 

· assign the DS database file to this drive 

· use the "Best Random Drive" algorithm, ignoring the pagefile, again 

· assign the MTA log files to this drive 

· If the IMC (Internet Mail Connector) is present (installed), assign all of its files to the same drive as the MTA log files. 



Performance Optimizer Silent/Batch Mode Operation

The following document describes the use of Performance Optimizer's "silent" mode, which allows it to run without interaction from the user. 

Follow these steps to run Performance Optimizer in silent mode: 

· Create a text file named 'perfopt.inf' in the same directory as the perfwiz.exe file. See Creating the INF File below. 

· Run Perfwiz with the -s option. Perfwiz will run silently and complete without any user intervention whatsoever. The log file will still be written in the usual place. 

Internal note: This will only work on Post Exchange 4.0 builds of Exchange Server and has not been tested thoroughly.

Creating the INF File

The format of the INF file should read as follows. Be careful to take note of the spacing between words.

[Perfwiz]

Users=[0|1|2|3|4|5] 

Org Users=[0|1|2|3|4] 

Server Type=number (see below) 

Dont Restart=[TRUE | FALSE]

Analyze Disks=[TRUE | FALSE]

Move Files=[TRUE | FALSE]

Here is a description of each of the keys above

Users - Corresponds to the "Number of users you will host on this server" question.

PRIVATE
Value
Meaning

0
Less than 500

1 
500 - 999

2 
1,000 - 4,999

3 
5,000 - 24,999

4 
25,000 - 49,999

5
50,000 or more

Org Users - Corresponds to the "Number of users in your organization" question.

PRIVATE
Value
Meaning

0 
Less than 1,000

1 
1,000 - 9,999

2 
10,000 - 99,999

3 
100,000 - 499,999

4 
500,000 or more

Server Type - Corresponds to the "What type of server will this computer be configured to be" question. The value can be any combination (by addition) of the following values. (e.g. If the server should serve a Private, Public, and Connector role, the value would be 1 + 2 + 4 which would be 7).

PRIVATE
Value
Meaning

1 
Private Server

2
Public Server

4
Connector

8
Multi-server

The following keys can have the value FALSE (No) or TRUE (Yes) respectively.

Dont Restart - Don't restart the services after running the optimizer. This is highly recommended to be FALSE if running in silent mode. Default is set to FALSE.

Analyze Disks - TRUE if the optimizer should analyze the disks. Set this to FALSE if you are sure the various Exchange Server files reside in their ideal locations. Default is set to TRUE.

Move Files- TRUE if files should be moved after disk analysis has determined they need to be. This is ignored if Analyze Disks is set to FALSE. This is highly recommended to be TRUE if Analyze Disks is TRUE when running in silent mode. Default is set to TRUE.
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