Upgrading MSMQ 1.0 Enterprise to a Message Queuing  Deployment in a Windows 2000 Domain

�Abstract

This paper describes the technical considerations, planning and execution of upgrading your Message Queuing deployment form Microsoft Message Queue Server 1.0 (MSMQ 1.0) to Message Queuing (MSMQ 2.0)
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�Introduction

This white paper discusses the strategy and tools that enable an organization using Microsoft Message Queue Server 1.0 (MSMQ 1.0) 1.0 to migrate to Message Queuing (MSMQ 2.0). When you move to MSMQ 2.0, the routing and configuration infrastructure for Message Queuing must operate in a mixed mode, where some of the servers have already been updated to MSMQ 2.0 while other servers are still running MSMQ 1.0. 

To migrate from MSMQ 1.0 to MSMQ 2.0, the following difference must be addressed.

MSMQ 1.0 and MSMQ 2.0 use different directory services. MSMQ 1.0 uses an SQL Server–based directory service called the MSMQ information store (MQIS). MQIS maintains configuration information for queues, computers, users, and network topology. The primary enterprise controller (PEC), primary site controllers (PSCs), and backup site controllers (BSCs) of the MSMQ 1.0 enterprise each hold a copy of MQIS. This copy is fully replicated between these controllers by means of a custom MSMQ 1.0 replication algorithm.

MSMQ 2.0, on the other hand, uses the Microsoft® Active Directory™  service to store configuration information (not the SQL Server–based MQIS). Active Directory has a different schema that defines the Message Queuing enterprise in a different way.

During the upgrade from an MSMQ 1.0 deployment to an MSMQ 2.0 deployment, some servers will be running MSMQ 2.0 while other servers are still running MSMQ 1.0. As a result, the enterprise must operate in mixed-mode. Consequently, the information stored in the MQIS has to be converted and stored in the Active Directory in such a way that  MSMQ 2.0 client computers accessing Active Directory see a coherent view of the enterprise. Conversely, information from Active Directory must be converted and stored in MQIS in such a way that MSMQ 1.0 client computers accessing MQIS also see  a coherent view of the enterprise . Information needs to flow in both directions for the duration of the transition period.

MSMQ 1.0 and MSMQ 2.0 Concepts and Objects

MQIS and Active Directory do not use the same schema to store information about the enterprise. The following sections contain details on the concepts and objects used by each information store. 

MSMQ 1.0 Concepts and Objects in MQIS

MQIS uses a single-master replication paradigm. Every object is owned by a single MQIS server, and that server alone can write to the object. The PEC owns all user, connected network, site and site link objects, as well as the enterprise object. The computer and queue objects are owned by the PSC in whose site they reside (computer and queue objects can be owned by the PEC if they are in the site where the PEC resides).

When an MSMQ 1.0 application makes a call to create, modify, or delete an object (for example, a call to MQSetQueueProperties), the MSMQ 1.0 runtime contacts a local (to the computer site) MQIS server. If the MQIS server in the site does not own the object in question, then that server passes the request to the server that owns the target object, which in turn performs the modification locally. This process is called a write request. Whenever an object is created, deleted, or modified, the MQIS server that owns the object is responsible for performing the write-request and replicating the change to all PSCs and to the PEC. The PEC and other site controllers are then responsible for replicating the change to all their BSCs. This process is called MSMQ replication.

MQIS stores the following object types:

�SYMBOL 183 \f "Symbol" \s 11 \h �	User

�SYMBOL 183 \f "Symbol" \s 11 \h �	Connected network

�SYMBOL 183 \f "Symbol" \s 11 \h �	Enterprise

�SYMBOL 183 \f "Symbol" \s 11 \h �	Site

�SYMBOL 183 \f "Symbol" \s 11 \h �	Site Link

�SYMBOL 183 \f "Symbol" \s 11 \h �	Computer

�SYMBOL 183 \f "Symbol" \s 11 \h �	Queue



MSMQ 2.0 Concepts and Objects in Active Directory

In a domain environment, whenever a component—other than a dependent client—is added to the domain, one or more Message Queuing objects are created in Active Directory. The objects (and their classes) created for each type of component are listed in the following table. Each object stores different types of information associated with Message Queuing. 

Message Queuing component�Object name�Object class��Message Queuing server on a domain controller�msmq; 

MSMQ Settings�MSMQ-Configuration; MSMQ-Settings��Message Queuing server with routing services on Microsoft® Windows® 2000 Server (other than a domain controller)�msmq; 

MSMQ Settings�MSMQ-Configuration, MSMQ-Settings��Independent client - Message Queuing server without routing services on Windows 2000 Server (other than a domain controller), or Message Queuing on Windows 2000 Professional�msmq�MSMQ-Configuration��Dependent Client � none���

In contrast to MQIS, Active Directory stores some Message Queuing information in non–Message Queuing objects. Specifically, the Active Directory User object contains user certificate information; the applicable Active Directory Computer object (above the msmq object) contains computer certificate information, and the Active Directory Sites object contains information related to foreign sites.

In addition, there are other Message Queuing objects that are not associated with components. These objects are created by default when certain administrative Message Queuing 2.0 actions are performed. The following sections give brief explanations of each of these objects.

MsmqServices Object

The MsmqServices object is created by Windows 2000 when the first domain controller of your forest is configured. The MsmqServices object is an object of the MSMQ-Enterprise-Settings class that contains forest-wide configuration information used by Message Queuing. There can be only one MsmqServices object in a forest.

The MsmqServices object is displayed in the console tree (usually the left pane) of the Active Directory Sites and Services snap-in.

·	Active Directory Sites and Services 

·	Services 

MsmqServices



Routing Link Object

A Routing Link object is created for each routing link that you create. A routing link object is an object of the MSMQ-Site-Link class that contains connectivity information for communications between sites. 

Routing Link objects are located under the MSMQServices object in the Active Directory Sites and Services snap-in.

MSMQ Settings Object

An MSMQ Settings object is created for each Message Queuing server installed in the forest. This includes Message Queue servers installed on Windows 2000 domain controllers and all other Message Queuing servers installed with routing services enabled. An MSMQ Settings object is an object of the MSMQ-Settings class that contains configuration information about the server, such as what service the Message Queuing server provides. 

MSMQ Settings objects are displayed in the details pane (usually the right pane) of the Active Directory Sites and Services snap-in.

·	Active Directory Sites and Services 

·	Sites 

·	your_site_object 

·	Servers 

·	your_server_object

msmq Object

An msmq object, also referred to as the MSMQ Configuration object, is created for each independent client and for each Message Queuing server. An msmq object is an object of the MSMQ-Configuration class that contains configuration information about a specific computer running MSMQ 2.0.

The msmq objects (and any child objects) are displayed in the console tree of the Active Directory Users and Computer snap-in.

·	Active Directory Users and Computers 

·	your_domain_object 

·	your_organizational_unit_object (such as Computers or Domain Controllers) 

·	your_computer_object 

·	msmq 

·	your_queue_object 

·	Queue messages  or Journal messages

Queue Object

A Queue object is created for each public queue. The Queue object is an object of the MSMQ-Queue class that contains information about the queue.

Queue objects are displayed under the msmq object representing the computer where the queue resides (with the exception of dependent clients, where the queues are located under the msmq object of the supporting server).

msmqComputers Organizational Unit Object

This organizational unit (OU) object is created only by the Message Queuing Upgrade wizard in a mixed-mode domain environment (MSMQ 1.0 controller servers running Windows NT 4.0 and Message Queuing servers running Windows 2000), and is used to contain the computer object for MSMQ 1.0 computers that belong to Windows NT 4.0 domains.

The msmqComputers organizational unit object is displayed in the console tree of the Active Directory Users and Computer snap-in in the following location:

·	Active Directory Users and Computers 

·	your_domain_object 

·	msmqComputers 

MSMQ Users Organizational Unit Object

The MSMQ Users Organizational Unit (OU) objects  is created by the Message Queuing Upgrade wizard when Message Queuing is deployed in a mixed-mode environment. MSMQ Users Organizational Unit (OU) object contains the User objects for MSMQ 1.0 users.

User Organizational Unit objects are displayed under the console tree of the Active Directory Users and Computers snap-in.

·	Active Directory Users and Computers 

·	your_domain_object 

·	MSMQ Users 

MSMQ Upgraded User Object

The  MSMQ Upgraded User objects are created  by the Message Queuing Upgrade wizard in a mixed-mode domain environment and contains registered certificates for MSMQ 1.0 users that belong to Windows NT 4.0 domains. The Upgraded User object is of MSMQ-Migrated-User class type. 

The MSMQ Upgraded Users objects are displayed in the details pane (usually the right pane) of the Active Directory Sites and Services snap-in in the following location:

·	Active Directory Users and Computers 

·	your_domain_object 

·	MSMQ Users 



Note

When a user from a trusted Windows NT 4.0 domain logs on to a computer running MSMQ 1.0 or MSMQ 2.0 that belongs to a Windows 2000 domain, the MSMQ service creates an MSMQ Upgraded User object for the user even if Message Queuing is deployed in a non-mixed mode environment.



MSMQ Deployment Modes

With the release of Windows 2000 and MSMQ 2.0, customers can deploy Message Queuing in four major deployment modes.

MSMQ 1.0 Enterprise Mode

To operate in an MSMQ 1.0 enterprise mode, all Message Queuing servers must be running MSMQ 1.0 on Windows NT 4.0 servers. These servers include Primary Enterprise Controllers (PEC), Primary Site Controllers (PSCs), Backup Site Controllers (BSCs), and Routing Servers.

In MSMQ 1.0 enterprises mode,  Message Queuing controllers, servers, and clients can belong to any number of Windows NT or Window 2000 domains. When this deployment  spans multiple domains, full trust must exist between all the domains.

MSMQ 1.0 enterprise mode supports MSMQ 1.0 clients running on Windows NT 4.0, Windows 95, and Windows 98 computers,  and MSMQ 2.0 clients running on Windows 2000 computers.

MSMQ 2.0 Enterprise Mode

To operate in MSMQ 2.0 enterprise mode, all Message Queuing servers must be running MSMQ 2.0 on Windows 2000 servers (MSMQ 2.0 is available only in Windows 2000).

In MSMQ 2.0 enterprise mode, MSMQ 2.0 must be running on at least one  domain controller within  Windows 2000 domains forest (MSMQ 2.0 cannot be run in Windows NT domains). Message Queuing uses Active Directory as its information store, consequently the boundary of a Message Queuing deployment spans all the Windows 2000 domains of the forest.

MSMQ 2.0 enterprise mode supports both MSMQ 1.0 clients(running on Windows NT 4.0, Windows 95, and Windows 98 computers,  and MSMQ 2.0 clients running on Windows 2000 computers.

MSMQ 2.0 Workgroup Mode

To  operate in MSMQ 2.0 workgroup mode, all independent clients  must be running on Windows 2000 computers. Message Queuing servers are not deployed in workgroup mode. This is the default mode when you install MSMQ 2.0, (and it is the only installation option) when you install MSMQ 2.0 on Windows 2000 computers belonging to a workgroup. However, it is  possible to deploy MSMQ 2.0 in this mode with  Windows 2000 computers belonging to Windows NT 4.0 or Windows 2000 domains if you select "Message Queuing will not access a directory servers" option during the setup of the Message Queuing clients..

Clients operating in this mode have limited Message Queuing functionality.  These clients can create only private queues and must use direct communications when sending messages to queues; they cannot use the routing features provided by Message Queuing.

The MSMQ 2.0 workgroup mode is available only for Windows 2000 computers. 

Mixed Mode

Customers upgrading their MSMQ 1.0 enterprise deployment to a MSMQ 2.0 enterprise deployment will, during the transition period, operate with both MSMQ 1.0 servers and  MSMQ 2.0 servers in the same enterprise. This transitional deployment mode is called mixed mode. The primary reason for supporting  mixed mode deployment is to ease the upgrade process for existing MSMQ 1.0 customers. Although it is a fully supported mode and all Message Queuing applications deployed in an existing MSMQ 1.0 enterprise will continue to work in mixed mode, this mode is not intended as a final deployment. Operating in mixed mode creates a more complex Message Queuing deployment topology and also requires a special Message Queuing replication service to run in the deployment.

Mixed mode deployment can span several Windows NT 4.0 and Windows 2000 domains (the later must all belong to the same forest).

Mixed mode deployment supports both MSMQ 1.0 and MSMQ 2.0 clients.

Operating in a Mixed-Mode Deployment

When operating in mixed mode, MSMQ 1.0 site controllers and Windows 2000 domain controllers have to present a coherent view of the enterprise to MSMQ applications, clients, and servers. The write requests referrals  and the Message Queuing replication processes must operate in such a way that:

�SYMBOL 183 \f "Symbol" \s 11 \h �	The ownership of objects is respected and write requests to objects owned by MSMQ 1.0 site controllers are referred to the right owners.

�SYMBOL 183 \f "Symbol" \s 11 \h �	The owner of an object maintains the MSMQ replication process and notifies all other site controllers about changes.

When you upgrade to an MSMQ 2.0 enterprise, the first MSMQ 1.0 server to be upgraded is the Primary Enterprise Controller (PEC). As soon as the PEC is upgraded, the enterprise will begin operating in mixed mode The upgraded PEC is referred to as the Enterprise Replication Server (ERS) of the mixed-mode deployment. 

While operating in mixed mode, MSMQ 1.0 site controllers continue to operate as usual. From the MSMQ 1.0 perspective, the ERS is designated as the owner of all objects that are not owned by an MSMQ 1.0 site controller – i.e.  the set of all objects either in sites that have already migrated to the Active Directory, or new sites created through Active Directory. 

The ERS is responsible for keeping the Active Directory and MQIS in sync. To keep Active Directory in sync with changes to the MQIS, the ERS receives write requests and replication messages from MSMQ 1.0 site controllers and applies them to Active Directory. To keep MQIS in sync with Active Directory, the ERS periodically scans Active Directory for changes (every 20 min by default) and sends replication messages back to the MSMQ 1.0 site controllers. (The Active Directory scan time can be modified by setting the HelloInterval and TimesHelloForReplication registry keys.)

All of these operations are performed by a Message Queuing replication service running on the ERS. The replication service stops once the last MQIS server is upgraded to Windows 2000. At this point the ERS becomes a regular MSMQ 2.0 server with no special privileges or roles.

Data Mapping: MQIS Versus Active Directory

When operating in mixed mode, Active Directory domain controllers and MSMQ 1.0  Primary Site Controllers (PSC) and Backup Site Controllers (BSC) exist in the same enterprise and must present a coherent view of the enterprise to all Message Queueing applications, clients, and servers. That means that for the duration of the migration process, objects have to be replicated between the Active Directory and the MQIS on an ongoing basis.

This replication process requires a mapping between the objects stored in MQIS and the objects stored in Active Directory so that the data is correctly translated and presented when it is replicated between the two directory services. As will be shown below, this process is somewhat simplified by the fact that the first server to be migrated is the PEC. Thus, objects that are owned by the PEC are mapped from the MQIS to the Active Directory first and do not have to be mapped again..

At times,  objects in  MQIS are mapped to a set of properties on Active Directory objects that have additional meaning and properties not related to Message Queuing. For example, a User object in the Active Directory holds security information that allows the user to log on, while the User object in MQIS only holds certificates for the user. When objects such as the user object are upgraded to the Active Directory, the underlying Active Directory object may or may not already exist. If the object exists in Active Directory, Message Queuing specific properties can be set on it.  However, if the object does not exist, there is not enough information in the MQIS to create the complete Active Directory object. In the previous example, there is no password specified in the MQIS User object, so there is no way the replication process can create an Active Directory User object. In these cases, when there is insufficient information to create the object, a stub object is created with the Message Queuing properties. These stub objects are placed in special migration containers in the Active Directory domain that the PEC belongs to (stub objects include MSMQ Users OU and msmqComputers OU). 

Since the schema and structure of Active Directory are very different from MQIS, we will discuss data mapping on an object-by-object basis.

Enterprise Object

MQIS holds an Enterprise object that maintains enterprise-wide defaults. This object is mapped to the MSMQServices object, under the Services container in Active Directory. Mapping the Enterprise object properties is straightforward because the PEC owns the Enterprise object and the PEC is the first server to be upgraded. However, note that if the MSMQServices object already exists in Active Directory when the PEC is upgraded, enterprise settings will be overwritten by those defined in MQIS on the PEC.

Users Object

MQIS User objects contain certificates that are used for encryption and authentication. In contrast, the Active Directory  User objects contain Message Queuing and non Message Queuing properties.

If the corresponding Active Directory User object exists, the Message Queuing properties defined in  MQIS will be added as properties to the Active Directory User object.

If the Active Directory object does not exist, a corresponding MSMQ Users OU stub object is created for the user, and the Message Queuing properties are added to it. An MSMQ Users OU object contains Message Queuing certificate information and the Message Queuing SID for the user. 

User objects are owned by the PEC and will therefore be administrated through the Enterprise Replication Server (ERS) once migration has started. Changes are replicated back to the MQIS.

Connected Network Objects

MSMQ 1.0 defines a connected network as a collection of computers where any two computers can communicate directly. However, the advances in communications networks have made this concept obsolete for MSMQ 2.0. MSMQ 2.0 assumes that all networks are now well connected

Before the upgrade process can begin, the enterprise routing configuration must be properly prepared for the elimination of connected networks. This is discussed in the following migration process section. Once migration has started, the set of connected networks defined in MQIS is not represented in Active Directory. The connected networks are not administered from any tool and are not replicated anywhere.

Note, that in MSMQ 2.0 the role of foreign CNs is played by foreign sites. The upgrade process creates appropriate foreign sites in Active Directory for every foreign CN in MQIS.

Sites

Windows 2000 DS has it’s own definition of a Site object (referred to in this documentation as an NTDS Site). Every NTDS site has at least one NTDS server assigned to it – i.e a domain controller. Every computer in a Windows 2000 domain belongs to an NTDS site. These sites are assigned by defining a set of Subnets objects in DS (which are defined administratively as a range of IP addresses). Each Subnet object is assigned to  a particular NTDS site. This means that you can determine the NTDS site that a computer belongs to by finding the subnet that includes the IP address of the computer.

Note that although it is a good practice to make site assignments based on the real network topology of your enterprise, there are no restrictions in DS to assigning sites in any arbitrary way.

Note also that it is possible to create sites in Active Directory without assigning any DS server (that is, domain controller) to the site and without assigning any subnet to the site. Such sites exist as a pure DS object and do not participate in any standard NTDS activities (replications, querying servers and so on). MSMQ makes use of such dummy sites in mixed-mode operations and in defining and using foreign sites. We will refer to such sites as non-NTDS Sites.

In a pure MSMQ 2.0 enterprise mode, every NTDS site that has MSMQ clients has at least one domain controller running MSMQ 2.0. This domain controller running MSMQ 2.0 acts as a Message Queuing  DS server for all Message Queuing clients in the site and  plays the role of the MQIS server in MSMQ 1.0. 

Note that since the Message Queuing objects are stored in Active Directory, there is no need to deploy Backup Site Controllers (BSC) in an MSMQ 2.0 enterprise deployment. The backup and replication of the Message Queuing information is done by Active Directory. 

On the other hand, NTDS site can have any number of MSMQ 2.0 DS servers – each of them performing the role similar to the Primary Site Controller (PSC) in MSMQ 1.0, that is, holding the write and read copy of the information store.

To be more exact, each MSMQ DS server holds a write/read copy of all msmq objects belonging to the same domain as the server (whether in the same NTDS site or not). When a client requests a write operation on an object from another domain, the request is forwarded by the MSMQ DS server in the client site to a Domain Controller from the required domain. The read requests are normally forwarded to a domain controller that also runs the Global Catalog, and the same is normally true for queries. For a more detailed explanation please refer to Windows 2000 Help or to the MSMQ 2.0 Deployment white paper.

It is possible to deploy a pure MSMQ 1.0 enterprise in a Windows 2000 domain – that is, all MSMQ servers can be Windows NT 4.0 machines running MSMQ 1.0. In fact, that’s exactly what you have before starting the migration process. Normally, this situation occurs when one or more of the Windows NT 4.0 domains in which you deploy an MSMQ 1.0 enterprise is upgraded to a Windows 2000 domain. In pure MSMQ 1.0 mode, there is no connection whatsoever between the NTDS site to which a computer belongs to and the MSMQ site to which the MSMQ service on the computer (whether MSMQ 1.0 on Windows NT 4.0, Windows 95, or Windows 98 or MSMQ 2.0 on win2000) belongs.

When MSMQ Upgrade wizard is run on the PEC (after it has been upgraded to Windows 2000 and promoted to a domain controller), a  non-NTDS site is created in Active Directory for  every existing MSMQ 1.0 site. These sites contain Server objects corresponding to the ERS (in the PEC’s site), and the appropriate PSC and BSCs servers (in all other sites). 

Note, however, that no subnets are defined for these  sites by the MSMQ Upgrade wizard. Note also that these server objects contain only msmqSettings object. When MSMQ 1.0 primary controllers are upgraded to Windows 2000 and promoted to domain controllers, separate Server object are created in Active Directory (containing NTDS Settings objects) and are assigned to an existing NTDS site (usually the Default-First-Name site). 

Site Links and Gates

Message Queuing site links define the cost of routing messages between sites. (Message Queuing uses a cost-based routing algorithm to route messages between sites.)

The concept of site links is the same for MSMQ 1.0 and MSMQ 2.0. A site link is the connection between two sites that might contain any number of Message Queuing servers, called site gates. There is no limit to the number of site links that can connect two sites. 

However, even though the concept of site links is the same in MSMQ 1.0 and MSMQ 2.0, site links are represented differently in MQIS and Active Directory. For MSMQ 1.0, site gate servers are defined as part of a site. This means that the two site gates for a specific site link are defined in two places. 

For MSMQ 2.0, on the other hand, site gate servers are defined as part of a site link, not as part of the site as in MSMQ 1.0 . This means that when messages flow between  two sites, the messages will always be routed through one of the site gate servers specified on the site link.

When replicating a site from the MQIS to the Active Directory, site gates servers are added to the definition of the appropriate site link in Active Directory. When replicating a site link from the Active Directory to MQIS, site gates  servers are associated with the site as long as the site gate server exists in the associated site. If the site gate server belongs to a different site, it is discarded.

Computers

An MSMQ 1.0 Computer object is represented in the Active Directory by several objects. The Active Directory computer is the root of the computer representation in Active Directory. The MSMQ Active Directory object is a child object of the Computer object and contains MSMQ-specific settings. Both objects are normally contained in some Active Directory domain (this is not so when a computer with MSMQ 2.0 is moved to another Windows 2000 domain)

In addition, Active Directory servers are also published in the Active Directory Configuration container, under the site(s) they belong to. For Message Queuing, this means that the Active Directory MSMQ Settings object is published under the Active Directory Server object.

When data is replicated from the MQIS to Active Directory, the computer object properties are copied over to the Message Queuing objects under the Active Directory Computer and Active Directory Server objects. If the Active Directory Computer object does not exist, it is created in a temporary container. If the Active Directory Server object does not exist, it is created under the site it should belong to.

When data is replicated from the Active Directory to the MQIS, the Active Directory MSMQ object is replicated to a Computer object under the site it belongs to. No other Active Directory objects need to be replicated to the MQIS.

Queues

The Queue object is a Message Queuing–specific object in Active Directory. There is a one-to-one mapping between MQIS and Active Directory Queue objects. As a result, translating between the two is simple.  

Understanding the Migration Process

The purpose of the migration process is to upgrade your deployment from an MSMQ 1.0 enterprise mode deployment to an MSMQ 2.0 enterprise mode deployment. As explained previously, in MSMQ 2.0, the role of primary MQIS controllers is played by Message Queuing servers running on Windows 2000 domain controllers. Thus, at the most basic level the migration process consists of performing the following operations on every primary MSMQ controller in your MSMQ 1.0 enterprise:

	1.	Upgrade the computer to a Windows 2000 server.

	2.	Promote the server to a Windows 2000 domain controller.

	3.	Run the Message Queuing Upgrade wizard on the server 



Although this process includes  what is required to upgrade your deployment, there are several other issues that you must consider before beginning your upgrade process.

Message Queuing Service Upgrade

When an MSMQ 1.0 dependent client, independent client, or routing server is upgraded to Windows 2000, the Message Queuing  service on the computer is upgraded to the corresponding MSMQ 2.0 configuration for you. When a Primary Enterprise Controller (PEC) or Primary Site Controller (PSC) is upgraded to Windows 2000, the Message Queuing service is disabled, and a Message Queuing Upgrade wizard is added to the Finish Setup task list. The upgrade wizard guides the user through the migration process for the server. When the process is completed, the upgraded Message Queuing service is configured to run automatically again.

What Does the Message Queuing Upgrade Wizard Do

The Message Queuing Upgrade wizard scans every object in the local MQIS database on the Primary Enterprise Controller (PEC) or Primary Site Controller (PSC) and creates corresponding Message Queuing objects in Active Directory.

If the process is completed without any critical errors, the wizard configures the local MSMQ 2.0 server service to run automatically.

The Order of Server Upgrades

The Message Queuing servers in an MSMQ 1.0 enterprise deployment must be upgraded in the following order. First, upgrade the Primary Enterprise Controller (PEC) of the enterprise. Then upgrade the remaining Message Queuing servers in each site.

To upgrade the PEC (if your MSMQ 1.0 PEC runs on a Server Cluster the following steps do not apply. Please see the Upgrading MSMQ 1.0 in a Server Cluster section.) 

	1.	Upgrade the PEC computer to Windows  2000.

	2.	Promote the computer to a Windows 2000 domain controller.

	3.	Run the Message Queuing Upgrade wizard on the server.

	4.	Verify that the wizard completed successfully and that the Message Queuing replication service has started on the computer. If you encounter any errors or if the replication service fails to start, do not proceed with the upgrade of the other servers. Consult the Troubleshooting The Migration section.



To upgrade the Message Queuing servers on each site (if your MSMQ 1.0 PSC runs on a Server Cluster the following steps do not apply. Please see the Upgrading MSMQ 1.0 in a Server Cluster section) 

	1	Upgrade all Backup Site Controllers (BSC) computers to Windows 2000.

	2.	Upgrade the Primary Site Controller (PSC) computer to Windows 2000.

	3.	Promote the PSC computer to a Windows 2000 domain controller.

	4.	Run the Message Queuing Upgrade wizard on the server.

	5.	Verify that the wizard completes successfully.



What happens to Backup Site Controllers

When you upgrade a Backup Site Controller (BSC) to Windows 2000, the Message Queuing service  is upgraded to MSMQ 2.0, and the server is configured to run as an MSMQ 2.0 routing server.

The BSCs receive MQIS updates from their  PSC. When you upgrade the PSC these updates stop (upgraded PSCs do not run replication services as does the PEC), Thus if you fail to first upgrade all BSCs in a site before you upgrade the PSC, the MQIS data in the BSCs becomes out of sync, and clients querying the BSCs will receive wrong information. This is the  reason that it is required to upgrade the BSCs before the PSC is upgraded.

In the PEC site, the BSCs will continue to receive replication updates through the replication service that runs on the upgraded PEC.

Planning for Migration – Domains

MSMQ 2.0 Enterprise mode can span multiple Windows 2000 domains, provided all the domains belong to the same Windows 2000 forest. Consequently, when your MSMQ 1.0 enterprise spans multiple Windows NT 4.0 domains you must plan to upgrade these domains to Windows 2000 domains belonging to the same forest. 

If for some reasons this is not possible, then you must uninstall the appropriate portion of MSMQ 1.0 enterprise before starting the migration process.

 For example,  you have two sites – PECs site in domain A and a PSC site in domain B and you cannot upgrade the B domain to Windows 2000 domain in the same forest as A.. In this case, you will need to uninstall the PSC site (i.e. uninstall the PSC, BSCs and every client in site B). 

Migrating MSMQ 1.0 enterprise into Windows 2000 forest that already has MSMQ 2.0 enterprise deployed is not supported. Upgrading the PEC process (described below) must be the first installation of MSMQ 2.0 in the forest.

You cannot upgrade MSMQ 1.0 on the first primary domain controller (PDC) in a Windows NT 4.0 enterprise unless this computer is also the PEC. In all other cases, you must first uninstall MSMQ 1.0 and reinstall it before you upgrade. Alternatively, you can move the PDC to another computer in the domain.

Preparing for Migration – Connectivity

An MSMQ network is fully connected if it is possible  for any two machines to establish a direct session with each other. MSMQ 1.0 defined three mechanisms that control routing and help describe networks that are not or should not be fully connected for performance, security, control, or session concentration reasons. 

�SYMBOL 183 \f "Symbol" \s 11 \h �	In/Out routing servers. When an In routing server is defined for a computer, all messages sent to the computer are routed through this server (that is, only the In routing server establishes a session with the computer for which it is defined). Similarly, when an Out routing server is defined for a computer, the computer will send all outgoing messages through this routing server (that is, the computer will establish sessions only with that Out routing server defined for it).

�SYMBOL 183 \f "Symbol" \s 11 \h �	Site gates. When a site has a site gate, messages from other sites bound for any computer in the site will be sent only through one of the routing servers designated as the site gate.

�SYMBOL 183 \f "Symbol" \s 11 \h �	Connected networks. When computers are assigned to the same connected networks, MSMQ assumes that network connectivity exists between them, using the specified protocol. Consequently, if two computers do not share a connected network MSMQ will never try to establish a session between them.



Connected networks are used to describe physical network topology. Because most organizations are well connected and because virtually any network can be described by using In/Out routing servers, sites and site gates, MSMQ 2.0 is made simpler for most organizations by eliminating the concept of connected networks. 

If your organization does not have connectivity between all computers and you make use of connected networks to describe connectivity topology, you must prepare your MSMQ configuration and network for the upgrade. Upgrading the PEC will eliminate all connected network information from the MQIS.

Here are some typical uses of connected networks and ways to resolve them:

�SYMBOL 183 \f "Symbol" \s 11 \h �	Some computers in the organization are using both IP and IPX, while others are using only IP.

There is probably no configuration required. MSMQ will route traffic over IP.

�SYMBOL 183 \f "Symbol" \s 11 \h �	Some computers in the organization are using only the IPX protocol, and some are using only IP.

As long as all your routing servers in sites that have IPX-only computers support both IP and IPX, no configuration is required. When an IPX-only computer or an IP-only computer fails to establish a session, it will try to forward the message to a routing server and will succeed.

If not all your routing servers in those sites are using both protocols, consider adding the missing protocols to your routing servers or configuring In/Out routing servers for those computers that run only IPX.

�SYMBOL 183 \f "Symbol" \s 11 \h �	Your organization uses multiple disconnected IP networks.

Consider adding routers to create a connected network. The Windows NT Routing and remote access service can help here. Configure disconnected IP networks as separate sites.

�SYMBOL 183 \f "Symbol" \s 11 \h �	There are foreign computers (connected through a connector server).

Consider moving the connector server(s) and foreign computer(s) into one site, and configuring the connector server as a site gate for the site. 

Message Queuing Replication Service

After you successfully complete the Message Queuing Upgrade wizard on the PEC, the Message Queuing Replication service is automatically started on this computer, which then becomes the ERS. 

If either the servers or clients in your mixed-mode deployment belong to more than one Windows 2000 domain, the Replication service must run under an enterprise administrator user account.

Mixed Mode Limitations

Upgrading an MSMQ 1.0 deployment to MSMQ 2.0 means upgrading all MSMQ primary controllers to Windows 2000. The purpose of mixed mode is to eliminate the requirement for simultaneous upgrade of all primary controllers and so to enable the customers to complete the migration in a reasonable amount of time, without disturbing the production/operation environment.

MSMQ mixed mode however is not intended for prolonged use and should not be consider as a long-term solution. 

Creating New MSMQ 1.0 Sites is Not Supported

When you are running in mixed mode, creating new MSMQ 1.0 sites is not supported. Creating new sites should be performed using the Sites and Services manager MMC snap in for the Active Directory. Once a new site has been created, the ERS will replicate the site definition to the remaining MSMQ 1.0 PSCs. This will allow queue managers connected to MSMQ 1.0 PSCs to route messages to the new site. The ERS will set itself up as the owner of all objects in the new site.

Uninstalling a PSC Leaves Objects in Active Directory

Uninstalling a PSC in a mixed-mode environment deletes the site from the MQIS. However, if you uninstall a PSC after the PEC has been upgraded to Window 2000, Active Directory still contains all the Message Queuing objects belonging to the site. You must remove these objects manually. For more information, see Windows 2000 Help.

Adding Foreign Site to a PSC

Adding foreign sites to a PSC in mixed mode through the MMC snap-in is not supported. If you do add such a site it will not be properly replicated to MQIS and may cause problem in the normal MSMQ operation.

Upgrading Routing servers and Clients 

It is recommended that you upgrade the MSMQ 1.0  clients to MSMQ 2.0 clients after the PSC of the site is upgraded to MSMQ 2.0.

You cannot upgrade MSMQ 1.0 routing servers to MSMQ 2.0 before the PEC is upgraded. It is recommended that you upgrade the routing servers after the PSC of the site is upgraded.

Performing the Migration

Before starting the migration process, it is recommended that you contact Microsoft Customer Support for the latest available Message Queuing Upgrade wizard and the replication service. 

You must obtain the latest update of Message Queuing Upgrade wizard and replication service from Microsoft Customer Support if one of the following conditions apply to your MSMQ 1.0 enterprise:

�SYMBOL 183 \f "Symbol" \s 11 \h �	You have in-routing (InRs) servers, out-routing (OutRs) servers, or Connectors

�SYMBOL 183 \f "Symbol" \s 11 \h �	You have a clustered PEC

�SYMBOL 183 \f "Symbol" \s 11 \h �	Your MSMQ 1.0 enterprise contains computers or queues with non-English names or names with non-standard characters

�SYMBOL 183 \f "Symbol" \s 11 \h �	Your MSMQ 1.0 enterprise spans multiple domains

Exporting and Importing Key Certificates from Windows NT 4.0

MSMQ 1.0 uses key certificates to authenticate MSMQ 1.0 controller servers and to secure communications with clients.

If you used this option in some sites in your MSMQ 1.0 enterprise and are planning to use it after the migration, you must first back up the existing key certificate before you upgrade the Primary Site Controllers (PSCs) for your site to Windows 2000. After the upgrade, you must import the key from this backup.

To export a key certificate to a backup file

	1.	On the  computer running Windows NT 4.0 and Internet Information Services 4.0, open Internet Services Manager.

	2.	In the console tree, right-click Default Web Site, and then click Properties.

	3.	Click the Directory Security tab, click Edit under Secure Communications, click Key Manager, and select the key certificate you want to export.

	4.	On the Key menu, point to Export Key item, click Backup File, and then type the name of the backup file.



To import a key certificate from a backup file

	1.	On the upgraded computer that is running Windows 2000, open Internet Information Services.

	2.	In the console tree, double-click Internet Information Services, double-click the applicable computer object, right-click Default Web Site, and then click Properties.

	3.	Click the Directory Security tab, and then click Server Certificate. In the Web Server Certificate wizard, click Next.

	4.	Click Import a certificate from a Key Manager backup file, and then click Next.

	5.	Enter the path and file name for the backup file you previously created when you exported the certificate from Windows NT 4.0, and then click Next.

	6.	Type the proper password, click Next, and then click Finish.

	7.	After you have obtained the certificate, double-click Message Queuing in Control Panel.

	8.	In Control Panel, double-click Message Queuing.

	9.	Click the Server Certificate tab, and then click Select a Certificate for Server Authentication.

	10.	 Under Issued to, select the certificate with the name of the Message Queuing server you imported the certificate to, and then click OK

	11.	Restart the computer.



Upgrading non-Clustered Primary Controllers 

The following sections describe how to upgrade Primary Enterprise Controllers (PECs) and Primary Site Controllers (PSCs).

Upgrading the PEC

Before upgrading the PEC, you must upgrade the Windows NT 4.0 domain to which the PEC belongs to a Windows 2000 domain.

If your MSMQ 1.0 deployment spans more than one Windows NT 4.0 domain you must establish and/or verify full trust between the Windows 2000 domain of the PEC and all other Windows NT 4.0 domains.

To upgrade the PEC

	1.	Upgrade the PEC computer to Windows 2000.

	2.	Logon as the domain administrator of the Windows 2000 domain to which the computer belongs and promote the computer to a Windows 2000 domain controller. For information on how to promote a computer to a domain controller, see Windows Help.

	3.	Configure the new domain controller as a Global Catalog server by using the Active Directory Sites and Services snap-in.

	4.	Logon as the Enterprise  Administrator

	5.	Select Finish Setup from Configure Your Server page and run Message Queuing Upgrade wizard.

	6.	Verify that the wizard completes successfully and that the Message Queuing Replication service have started on the computer. If you encounter any errors or if the replication service fails to start, do not proceed in the upgrade and consult the Troubleshooting The Migration section

	7.	If some servers or clients in your MSMQ 1.0 deployment belong to Windows 2000 domains other than the PEC domain, Configure the Message Queuing Replication service to run under an enterprise administrator account.



To run the Message Queuing Replication service under an enterprise administrator account

	1.	Right-click My Computer, and then click Manage.

	2.	Under System Tools, click Services.

	3.	In the right pane, right-click Message Queuing Replication, and then click Properties.

	4.	On the Log On tab, click This account, and then click Browse. In Name, select a user, and then click OK. (Or simply type the name of the user account.).

	5.	 In Password, type the account password, and then in Confirm Password, type the account password again.



Upgrading the PSC

If the PSC belongs to Windows NT 4.0 domain other that the one to which the PEC belonged, you must first upgrade this domain to a Windows 2000 domain in the same forest to which the PEC’s domain was upgraded. This can be either the same Windows 2000 domain as the PEC’s or a different domain in the same forest.

You cannot upgrade a PSC running on the same computer as Windows NT 4.0 Primary Domain Controller.

You must upgrade all BSCs in the site to Windows 2000 before upgrading the PSC of the site.

To upgrade the PSC

	1.	Upgrade the PSC computer to Windows 2000.

	2.	Logon as the domain administrator of the Windows 2000 domain to which the computer belongs and promote the computer to a Windows 2000 domain controller. For information on how to promote a computer to a domain controller, seeWindows Help.

	3.	Configure the new domain controller as a Global Catalog server by using the Active Directory Sites and Services snap-in.

	4.	Logon as Enterprise administrator.

	5.	Select Finish Setup from Configure Your Server page and run Message Queuing Upgrade wizard 6. Verify that the wizard completes successfully. If you encounter any errors consult the Troubleshooting the Migration section



Upgrading MSMQ 1.0 in a Server Cluster

These sections provide detailed information on how to upgrade the different MSMQ 1.0 computer types on a server cluster. 

Upgrading clustered MSMQ 1.0 primary controllers presents a special problem. As explained before, the role of MSMQ 1.0 primary controllers is performed in MSMQ 2.0 by MSMQ 2.0 servers running on Windows 2000 domain controllers. That’s why, as shown in the previous section, you must promote the servers to domain controllers during the upgrade procedure. However, Active Directory can not be clustered, and thus the upgraded MSMQ 1.0 controller cannot perform the same role as before.

To overcome this problem, you must perform  special operations when you upgrade a clustered primary controller. The goal and general order of these operations is a) import the MQIS objects from the clustered primary MSMQ 1.0 controller to the Active Directory; b) transfer the role of the clustered primary MSMQ 1.0 controller to an un-clustered windows 2000 domain controller running MSMQ 2.0; c) Upgrade the clustered MSMQ 1.0 controller to a clustered MSMQ 2.0 routing server.

Performing common tasks

The following tasks are performed during upgrade of any MSMQ 1.0 configuration in a server cluster:

Upgrading the operating system on each node to Windows 2000 Advanced Server

Windows NT Server Enterprise Edition with Service Pack 4 (SP4) or Service Pack 5 (SP5) must be running in order to upgrade a cluster node to Windows 2000 Advanced Server. A rolling upgrade of a Windows NT 4.0 server cluster with MSMQ 1.0 installed is not supported.

Upgrading the MS DTC Resource

After you have upgraded the operating system of each node to Windows 2000 Advanced Server and before you upgrade MSMQ resource on any node, you must use Cluster Administrator to upgrade the Microsoft Distributed Transaction Coordinator (MS DTC) resource to active/active configuration.

To upgrade the MS DTC resource in a server cluster

	1.	Take the MS DTC cluster resource offline. 

	2.	Verify that all services that are dependent on the MS DTC cluster resource, including the services for Message Queuing, Component Services, Microsoft SQL Server, and Microsoft COMTI, are stopped. 

	3.	On the node that hosts the cluster virtual server containing the MS DTC cluster resource, run msdtc –resetlog and then Comclust.exe from a command prompt. This program is located in the system folder (typically C:\Winnt\System32). 

	4.	Run Comclust.exe on each of the remaining nodes. Do not bring the MS DTC cluster resource back online until Comclust.exe is running on all nodes in the server cluster. 

	5.	Manually restart all dependent services, and then bring the MS DTC cluster resource back online. 



Upgrading the MSMQ Resource

After you have successfully completed the process for upgrading the MS DTC resource as discussed previously, use the Configure Message Queuing Cluster Resources wizard to upgrade the MSMQ resource to provide active/active failover support.

From Configure Your Server, click Finish Setup, and then click Configure Message Queuing Cluster Resources. Follow the instructions that appear in the Configure Message Queuing Cluster Resources wizard.

You must have enterprise administrative permissions (or belong to the Enterprise Admins group) to run the Configure Message Queuing Cluster Resources wizard on computers that hosted MSMQ 1.0 before the upgrade.

NOTE: When you upgrade the MSMQ resource, you may be prompted for the name of a server. You should enter the name of a Message Queuing server running on Windows 2000 instead of the name of an MSMQ 1.0 controller server (such as the PEC or a PSC); otherwise the upgrade will fail.

Upgrading the PEC on a Server Cluster

Upgrading the PEC in a server cluster is a threefold process. First, MQIS data is imported from the PEC to a Message Queuing server running on a Windows 2000 domain controller located outside of the server cluster. Second, each remaining PSC and BSC in your enterprise is updated by replacing the name of the PEC that is listed with the name of the domain controller the MQIS has been imported to. Third, the PEC is upgraded to a Message Queuing server with routing enabled.

The Message Queuing Upgrade wizard imports the MQIS to Active Directory and then changes the name listed on every BSC in the PEC site and on every PSC in your enterprise from that of the PEC to that of the domain controller the wizard is run on.

After the wizard has completed, you should inspect the All Servers To Update section of the Mqseqnum.ini file, which is located in the system folder (typically C:\Winnt\System32). This section lists those servers that were not successfully updated with the new name. The Message Queuing Upgrade wizard cannot update BSCs and PSCs that were offline or unavailable at the time you ran the wizard.

The Message Queuing Upgrade wizard must be run repeatedly until no servers are listed in the All Servers To Update section of the Mqsecnum.ini file 

To upgrade a PEC in a server cluster

	1.	Take  the MSMQ resource on the PEC offline. 

	2.	Install Message Queuing server on a Windows 2000 domain controller with a Global Catalog server enabled (note that this should be the first Message Queuing server on a domain controller in this Windows 2000 forest). Log on with enterprise administrative permissions.

	3.	From this domain controller, run the Message Queuing Upgrade wizard by typing the following from a command prompt: 

mqmig /c /s PEC_name_as_displayed_in_MSMQ_Explorer

	4.	Renew the existing MSMQ internal certificate on this domain controller or register a new one.

	5.	Inspect the All Servers To Update section of the Mqseqnum.ini file, which is located in the system folder (typically C:\Winnt\System32), to view the PSCs and BSCs that were offline or otherwise unavailable at the time you ran the wizard. Such servers are not updated with new information by the Message Queuing Upgrade wizard. 

	6.	If any PSCs or BSCs are listed in the Mqseqnum.ini file, run the wizard again (on the same domain controller) by typing mqmig /u from a command prompt. 

	7.	Repeat the previous two steps as necessary until no servers are listed in the All Servers To Update section of the Mqsecnum.ini file. 

	8.	After all PSCs and BSCs have been successfully updated by the wizard, stop and then restart the MSMQ service on each BSC in the PEC site. 

	9.	For each remaining site, stop and then restart the MSMQ service for that PSC. 

	10.	For each remaining site, stop and then restart the MSMQ service on each BSC in the site. 

	11.	Upgrade the operating system of each node on the clustered MSMQ 1.0 PEC to Windows 2000 Advanced Server. 

	12.	Upgrade the MS DTC resource on each node using Comclust.exe as previously described. 

	13.	Upgrade the MSMQ 1.0 resource on each node using the Configure Message Queuing Cluster Resources wizard as previously described. 

		If you have successfully completed all the steps so far, you can ignore the error message you will see that reads "Message Queuing 1.0 Information Store was found on this computer. If you continue…"

	14.	Renew the internal certificate of each node by using the Message Queuing utility in Control Panel.



Upgrading BSCs on a Server Cluster

In a server cluster, BSCs are upgraded to Message Queuing servers with routing enabled. To upgrade BSCs in a server cluster

	1.	Upgrade the operating system of each node to Windows 2000 Advanced Server. 

	2.	Upgrade the MS DTC resource on each node by using Comclust.exe as previously described. 

	3.	Upgrade the MSMQ 1.0 resource on each node by using the Configure Message Queuing Cluster Resources wizard as previously described. 



Upgrading a PSC in a Server Cluster

Upgrading the PSC in a server cluster is a threefold process. First, MQIS data is imported from the PSC to a Message Queuing server running on a Windows 2000 domain controller located outside the server cluster. Second, the Message Queuing Upgrade wizard updates Active Directory with information that may not have been replicated to the PEC at the time the PEC was upgraded. Third, the PSC is upgraded to a Message Queuing server with routing enabled.

To upgrade the PSC in a server cluster:

	1.	Verify that the PEC (and all BSCs in the PSC’s site) have been upgraded to Windows 2000.

	2.	Take the MSMQ resource on the PSC offline. 

	3.	Install Message Queuing server on a Windows 2000 domain controller with a Global Catalog server enabled (note that this should be the first Message Queuing server on a domain controller in this Windows 2000 forest). Log on with enterprise administrative permissions. 

	4.	From this domain controller, run the Message Queuing Upgrade wizard by typing the following from a command prompt: 

mqmig /c /s PSC_name_as_displayed_in_MSMQ_Explorer

	5.	Renew existing MSMQ internal certificate on this domain controller or register a new one. 

	6.	Upgrade the operating system of each node of the clustered MSMQ 1.0 PSC to Windows 2000 Advanced Server. 

	7.	Upgrade the MS DTC resource on each node by using Comclust.exe as previously described. 

	8.	Upgrade the MSMQ 1.0 resource on each node by using the Configure Message Queuing Cluster Resources wizard as previously described. 



Upgrading MSMQ Routing Servers and Independent Clients on a Server Cluster

In a server cluster, MSMQ 1.0 routing servers are upgraded to Message Queuing servers with routing enabled. MSMQ 1.0 independent clients are upgraded to Message Queuing independent clients. 

To upgrade routing servers and independent clients in a server cluster:

	1.	Upgrade the operating system of each node to Windows 2000 Advanced Server. 

	2.	Upgrade the MS DTC resource on each node by using Comclust.exe, as previously described. 

	3.	Upgrade the MSMQ 1.0 resource on each node by using the Configure Message Queuing Cluster Resources wizard as previously described. 



Troubleshooting the Migration

This section is still under construction and will be updated shortly.




