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Introduction





This Application Note provides several recommendations that should improve the performance of large implementations of Microsoft Mail for PC Networks by decreasing delivery time and by making the standard deviation of delivery times predictable and reasonably close to the median. This document first gives an overview of the recommendations, followed by a more in-depth explanation of the first five recommendations.





Overview





1.	Use the message transfer agent's (MTA's) wide area network (WAN) configuration option. On all physical links slower than 10 megabits per second (Mbps), establish MTAs on both sides of the link that are configured to use the WAN option.





2.	Consolidate postoffices (POs). Where practical, accommodate growth in the number of Mail users by increasing postoffice use rather than expanding the total number of postoffices.





3.	Use high-performance hardware for the MTAs. Use faster computers for MTAs where large volumes of mail are moved outside the local postoffices.





4.	Optimize the routing topology to reduce hops. The mail system will be more efficient and reliable if the number of hops mail must travel (that is, the number of times a message is copied and delivered from one PO to another) is kept to a minimum.





5.	Match MTA locations with network device locations. Reduce traffic through routers and bridges by intelligent placement of mail-routing hubs in relation to the locations of WAN physical routing devices.





6.	Increase the reliability and capacity of the WAN. Maintain widespread WAN performance at 2 Mbps or faster. If simultaneous performance at this level or higher can be sustained throughout the WAN, the Mail system will give more consistent and reliable performance.





7.	Correlate MTAs and routing with mail traffic generation. Analyze mail traffic statistics on the Mail network to enhance throughput on high-traffic links.





8.	Implement the Microsoft Mail multitasking MTA. The multitasking MTA (MMTA) contains many enhancements that help large companies expand their mail systems. These enhancements include the ability to run multiple instances of the MTA on the same machine, the elimination of dynamic-drive routing constraints, and the elimination of connection limits due to MS-DOS memory constraints.





1. Use the Wide Area Network Option





The External Mail program (Microsoft Mail’s MTA) has a configuration option called the WAN option. In Mail versions 3.0 and later, you can invoke this option by adding -W to the EXTERNAL.EXE command line. In version 3.2, you can also set the WAN option by adding the DrivesWan command to the EXTERNAL.INI file. When the External program uses the WAN option at the originating postoffice, it only sends mail—it does not distribute mail at the destination postoffice, nor does it check the destination postoffice for outgoing mail. Another MTA must be running at the destination postoffice to assume these responsibilities.





When the WAN option is in use, the MTAs’ delivery performance over links slower than 10 Mbps will be significantly improved because the MTAs do much of the mail processing at the full local area network (LAN) speed instead of being delayed by a slow link.





Connecting Two POs with One MTA





If two postoffices (PO1 and PO2) are connected via a slow link with the only MTA located on the PO1 side of the slow link, the MTA would do the following in the absence of the WAN option: 





1.	Check the outgoing mail queues on PO1 for mail to deliver to PO2.





2.	Move the mail to PO2.





3.	Process the mail from PO2’s incoming mail queue and distribute it throughout PO2.





4.	Check the outgoing mail queues on PO2 for mail to deliver to PO1.





5.	Move the mail to PO1.





6.	Process the mail from PO1’s incoming mail queue and distribute it throughout PO1.





The MTA cycles through steps 1–6 repeatedly while it is running.
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Mail Movement Between Two Postoffices





Only steps 1 and 6 will be performed at the speed of the local LAN. Steps 2 through 5 will be reduced to the speed of the slow link. If you use the WAN option, only the actual movement of mail (steps 2 and 5) will be slowed by the link. All other processing will be at the full speed of the local LAN.





�
Connecting Two POs with Two MTAs Across a WAN Link





When postoffices are connected with two MTAs across a WAN link, steps 1 and 3 are performed at LAN speeds by MTAs on the LAN sides of the link. In general, only step 2, the movement of mail between POs, is influenced by the link speed. Using the WAN option improves the efficiency of the mail system in the following ways:





Increases the capacity of the system to move mail. Because the MTAs do more of their processing at LAN speeds, they can move significantly more mail in the same period of time.





Reduces the packet traffic across sensitive network devices, such as routers. Because the MTA is doing much of its processing on the LAN, packet traffic across the network devices is significantly reduced.





Benefits slower links. You should determine the link speeds across each connection in your domain(s) and, where appropriate, first use the WAN option on the slowest links. Slower links will typically benefit more than faster links when you use the WAN option.





Benefits postoffices that have many routing definitions. A postoffice that has routing definitions and mailbags for 300 other postoffices will benefit much more than a postoffice with only 20 other postoffices defined. The MTA on a larger postoffice has to do more work when it looks for mail. This work is done more efficiently at LAN speeds.





Limits the possibility of database corruption. The MTA will spend less time processing files. This results in less risk of corrupting files due to dropped links and also reduces file-contention issues between the MTAs and other system components, such as the client pumps.





2. Consolidate Postoffices





Many companies want to keep the number of people who are involved in managing the mail system comparatively small and centralized, yet these companies have a highly distributed model for delivering mail services. It is a good idea to consider the following information when deciding the right balance for your company.





Note: Using a large number of postoffices, each serving a limited number of users, is a highly distributed model of delivering mail services compared to using fewer, highly used postoffices. Where possible, companies should accommodate growth in the total number of users by increasing the use of their postoffices.





How Postoffice Consolidation Helps System Performance





Consolidating postoffices increases system performance in the following ways:





Reduces the average number of hops per mail item. The number of routing postoffices required to interconnect, for example, 100 postoffices is substantially less than that required to service 300 postoffices.





Results in less mail to be delivered. Higher postoffice use will reduce the probability that a particular message will need to be delivered by an MTA. This will result in faster average mail delivery times and less traffic on the WAN.





Reduces the amount of work needed to update directories. The directory size is directly related to the total number of users. The directory then has to be replicated on every postoffice. Fewer postoffices translates into less work.





�
Where to Consolidate Postoffices





When consolidating postoffices, you should consider the following factors:





Combine postoffices that reside on the same file server. Unless a high-performance mail routing hub is being constructed or the file server supports more than 500 users, multiple postoffices should not reside on the same file server.





Postoffices that share the same 10 Mbps LAN segment can be combined. Unless file server connection limits are reached, there is no technical reason to have multiple postoffices on the same LAN segment.





Workgroups with high communication needs should share postoffices. Where physical links make it practical, users who are most likely to communicate with each other should share the same postoffice.





The WAN topology should take messaging needs into account. With fewer postoffices, it will be easier to match message routing to the physical WAN topology, and vice versa.





Organizational Benefits from Postoffice Consolidation





In addition to immediate performance benefits, consolidating postoffices also has organizational benefits:





Reduces postoffice administration burdens. There are fewer postoffices to administer, back up, and maintain.





Reduces overall costs. Fewer high-performance mail servers may be more cost-effective to maintain than a large number of smaller servers.





Facilitates expanded services, such as dial-up support. MTAs supporting modem pools and X.25 connectivity can be more easily coupled to individual mail servers.





3. Use High-Performance Hardware for the MTAs





Many companies use 286 and 386 machines as their MTAs. Factors such as link speeds or faster hardware (486 computers) can significantly increase the throughput of mail. The cost-effectiveness of using faster MTAs to improve mail performance should not be underestimated.





An advantage of using high-performance MTAs is that you can apply them to the system in a highly tactical manner. Because delays on only a small subset of the total number of links can have a big effect on the overall system performance, increasing throughput on key links can have a substantial impact on overall system performance.





Where to Apply High-Performance MTAs





The following suggestions for using faster hardware will increase the hardware’s impact:





Selectively apply the hardware to links where traffic volume is greatest. By selectively applying faster computers to links that move a lot of mail, you should be able to better balance the loads across your systems.





Apply the hardware to faster links. On 10 Mbps links, the MTAs are not constrained by the speed of the link. However, at 2 Mbps they will be marginally constrained by the link speed. Therefore, the faster the link, the greater the marginal benefit of using fast hardware.





�
Use the hardware in conjunction with the WAN option. The MTAs will do more of their work on unconstrained links.





Use fewer high-performance MTAs rather than multiple low-performance MTAs. Whether configured with a single MTA polling remote postoffices or with the WAN option, the marginal increase in throughput will be greater if a single fast machine is used as compared to multiple slower machines. 





4. Modify the Routing Topology





One possible routing configuration is to implement a four-layer hierarchical topology with the bottom-most layer containing user postoffices and the upper three layers containing routing postoffices. An advantage of this topology is that the routing tables for all nonrouting postoffices are identical, and, as a result, the routing tables can be easily inspected for any variances. Another advantage is that mail takes a predictable path through the system. If one postoffice is unable to complete delivery of mail to another, it is fairly simple to figure out why.





The disadvantage of this topology is that mail must take several hops on the way to its destination. Efficiency has been traded for administrative control. By giving up a little control, hop counts can be reduced.





The Benefits of Reducing Average Number of Hops





Increasing or decreasing the average number of hops a mail item takes during its delivery should reduce average delivery times more or less linearly with the proportion of total hops that are eliminated. Thus, reducing the number of hops from six to four can cut average delivery times by one third.





Reducing the number of hops will also reduce the traffic on the WAN. For example, if 5,000 inter-postoffice mail items are generated each hour and the average number of hops for each mail item is four, the system will have to deliver 20,000 items of mail. Depending on how the mail topology is configured relative to the physical link topology of the WAN, reducing the number of hops can substantially reduce packet traffic on key links.





5. Match the Network and Mail Configurations





If the WAN is to be used efficiently, there needs to be a close correlation among the location of routing postoffices (the mail backbone), the MTAs, and physical network devices. Furthermore, in adjusting the mail system configuration, you should carefully consider the characteristics and locations of the various physical links.





The optimal location for a particular postoffice or device can be difficult to determine. The following are a few guidelines:





MTAs should be located as closely as possible to the routing hubs. Make sure the MTAs servicing the routing hubs are not unnecessarily located on the far side of network devices, such as bridges and routers.





The mail routing topology should inherently control traffic levels through slow or routed links. Close analysis in this area can lead to a substantial reduction in packet traffic across some links and devices.


�



The following illustration depicts two high-speed LANs connected by routers providing a 48 kilobits per second (Kbps) link. Because the throughput on this link is likely to degrade if too much packet traffic is moving over it simultaneously, you can configure the mail system routing topology so that mail is routed to hub postoffices before being moved over the link.
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Link Usage Controlled by Configuration of Mail Routing





The number of MTAs that are configured to deliver mail over a particular physical link should be correlated closely with the bandwidth of the link. Once a link is taxed to saturation, its overall performance is likely to degrade substantially. Be careful that your mail topology does not result in some links being over-utilized.





MTAs use more of the bandwidth of slower links. Some of our performance analysis data indicates that the MTAs are able to use a larger percentage of the total bandwidth of slower links. The implication is that although it may be possible to have many MTAs simultaneously operating across 2 Mbps links, it is not wise to configure many MTAs to simultaneously move mail across 48 Kbps links because link saturation will occur. You should test to determine your link-saturation levels relative to the total number of simultaneously operating MTAs.
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